/
GREENI®D=

Training a Vietnamese LLM for

Complex Reasoning
Chain-of-Thought Data
and Self-Correction Cycles

« Overview

* LLM - GreenMind NIM

- Embedding - VN-MTEB

* GreenMind NIM for Enterprise Data flywheel

Presented by

Pham Bao Loc
Senior Al Engineer

Vo Trong Thu
Head of Al Lab

thu@greennode.ai locpb@dreennode.ai



mailto:viethq5@greennode.ai

Overview

Presented by

GreenNode Al Presentation
Pham Bao Loc
Senior Al Engineer

Vo Trong Thu
Head of Al

Training a Viethamese LLM for Complex Reasoning
Chain-of-Thought Data and Self-Correction Cycles

thu@areennode.ai locpb@greennode.ai

GREENN®D=

2025 PRESENTATION


mailto:viethq5@greennode.ai

Al APPLICATION FOR BUSINESS

Closed-source models dominated with
73% market share

while open-source held just 27% in
enterprise use for various workload

77% of enterprises either don't use or
plan to move away from commercial
(closed-source) LLMs beyond
prototypes due to privacy, cost, and
customization concerns.

(Source: Inside Al news)
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Llama 3.1
released on
July 23

Jul’24

Source: 2024: The State of Generative Al in the Enterprise

Meta’s openly available models
have now been downloaded
more than 400 million times, at
a rate 10 times higher than last
year, with usage doubling from
May through July 2024

Source: With 10x growth since 2023, [lama is the leading
engine of Al innovation
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https://insideainews.com/2023/08/23/survey-more-than-75-of-enterprises-dont-plan-to-use-commercial-llms-in-production-citing-data-privacy-as-primary-concern/
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74 WHY BUILDING SPECIFIC MODEL IS A MUST? \J

( N\ )
Domain-specific Enterprise data &
optimization privacy risk
Fine-tuned models Enterprise data may leak
understand enterprise- when using closed-source
specific terminology and models
workflows

\ J U J

4 N )
Latency & Long-term
performance control independence
ISeIf—hclastted modglg ot![’fer Avoid vendor lock-in and
owerfatency and betier maintain flexibility in
system integration infrastructure and

deployment

. J J
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OVERVIEW \J

Retrieval Augmented Generation (RAG) Se
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Chat Bot
Web App

Llamalndex ﬁ

Documen

User

User query

cument
beddings
Embedding
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(potentially prompt-
tuned)

Streamed text response (generative)

Source: RAG 101: Demystifying Retrieval-Augmented Generation Pipelines
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GREENMIND \J

GreenMind: A Next-Generation Vietnamese Large Language Model for
Structured and Logical Reasoning

Luu Quy Tung' Hoang Quoc Viet" Pham Bao Loc' Vo Trong Thu?
| GreenNode.ai  ~John Von Neumann Institute
{tungld, vietth,locpb} @greennode. ai,thuvt@jvn. edu.vn
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Abstract reasoning, the act of users prompting models o o gtet-,,; " congy, {‘Stf P “’j’:’” :+};\v1m,,,'f»fﬂl [56 o
to produce direct answers only often fails t0 i ess ) gy F04%)
ensure accuracy. Meanwhile, at each generation
step, models rely on the probability distribution

Cha.in—of—Thought (Col) s 2 robust
approach for tackling LLM tasks that

require intermediate reasoning steps prior © . . g /
s g Steps P over a list of candidate tokens to select the s v
generating 2 final answer. In this paper we . . . e
present GreenNIind—Medium—14B—R1 !, the poten.ual one by greedy of ran_dam sampling Z’:: !}1161;;1:57 ampy, T g,
Vietnamese reasoning model inspired by the algorithms. Consequently, producing only a short ‘u,il'ldiﬁion:nguilge- v, L-Rr"'z illclu&e's{ e g alive, Jodels
finetuning strategy based on Group Relative sequence of tokens as the final output does Wf'em loys s ‘I'ﬂlcuud\;B E:M e cu.,a_gg'J m,,d%mcem_
Policy Optimization. We also leverage a high- not guarantee correctness, as these distributions fonse (-,,f,"“""a,,nif BLogy., U Viereynd URa g f_feu-.,,,;;gl-
quality Vietpamese synthesized reasoning are conditioned solely on the preceding input 3-4 Pare, . Z~U7 5 ong / ;‘ e
. . - . S fo - . . © deve .
dataset and design tO reward functions o tokens. This implies that the models often lack the g ows: Thi p‘f”ﬂﬂ:-,ex:r traingyy > 2022) 12350 P04
tackle the main limitations of this technique: 1) . . Gilize. e % Usip y
o - contextual understanding necessary for reasoning rey. O Vie
Language Mixing, where we explicitly detect d To add this i o the mut'
the presence of biased language characters towarc 4 cor.rect answer. To address is 155U, CON0]
during the process of sampling tokens, and the CoT (Weietal, 7(22b) technique remains an
ii) We leverage Sentence Transformer-based effective approach 10 fully leverage the powet of e mogy
models to ensure that the gcnerated reasoning next token prediction. CgT encourages the model “(z'(lz.»,, )
content maintain factual correctness and do {0 articulate a sequence of intermediate reasoning o, e
res 1dlst0ﬂ ttxhe\,fmal outpu; Expefrlmeﬂt::l steps, which facilitates the resolution of tasks Tetal, fop,, "
. . . . . g .
results on the Viethamese ataset from he that require multi-step logical thinking. To further 3 va
VLSP 2023 Challenge demonstrate that our . e ip ~ G
: enhance the reasoning capabilities of language e Rejy, P Rel
model outperforms prior works and enhances . & . B o Borce e
linguistic consistency in its responses. models, a series of reinforcement lea_rmng—based o ")aA:dL
Furthermore, We extend our evaluation to methods have been proposed. Reinforcement ’“ﬂmf,,fc":‘"" .
SeaExam — 2 multilingual mutiple-choices Learning with Human Feedback (RLHF) {Ouyang ;22‘3 o
dataset, showing the cffectiveness of our et al., 2022) leveraged human-provided feedback ['Upr:;i:,tr b
H - . . . 1
reasoning method compared o few-shot {0 refine LLM outputs, ensuring that the reasoning o g
prompung techniques. Fegory,

steps generated by CoT align more closely with
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GREENMIND IS NOW ON NVIDIA NIM

A Explore Catalog

@ Collections

¥ Containers

& Helm Charts

#  Models

iIn  Resources

NGC Catalog v1.260.5

= <©NVIDIA. NGc Catalog -

Containers > GreenMind-Medium-14B-R1

GreenMind-Medium-14B-R1

Features

NVIDIA NIM

NVIDIA Al Enterprise Supported

Description

This container includes GreenMind-
Medium-14B-R1, a medium-sized
Vietnamese language model designed
to handle intermediate reasoning
tasks in general knowledge, math,
natural and social sciences.

Publisher
NVIDIA

Latest Tag
1.10.1

N

@ Welcome Guest v

Get Container

Overview Tags Layers  Security Scanning Related Collections

GreenMind-Medium-14B-R1 Overview

Description

This container houses the GreenMind-Medium-14B-R1, which is a medium-sized Vietnamese
language model capable of effectively addressing questions that require intermediate-level
reasoning, such as general knowledge, mathematics, natural science and social science topics. By
leveraging the Group Relative Policy Optimization strategy for fine-tuning, this model generates
logically coherent responses.

The container components are ready for commercial/non-commercial use.

Third-Party Community Consideration

This model is not owned or developed by NVIDIA. This model has been developed and built to a
third-party's requirements for this application and use case; see link to Non-NVIDIA
GreenNode/GreenMind-Medium-14B-R1

License/Terms of Use

GOVERNING TERMS: The NIM container is governed by the NVIDIA Software License Agreement
and the Product-Specific Terms for NVIDIA Al Products. The model is governed by the NVIDIA

Commiinitv Madel | icenae Aareement
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REASONING DATA CURATION \J

Pre-trained models are too general and lack domain-specific knowledge for industries such as healthcare, finance,

or eCommerce. Fine-tuning is necessary to align models with specific industry requirements.

Each sample contain pair of Question-Answer Instruction
el

The reasoning chain r is a structure sequence of
intermediate steps

{Sl, 52,83, ., Sn}

The objective for model is to generate:
- afinal answerae A
- Reasoning chainreR

To enrich the factual corrects, we retrieve the
supplementatry context c e Cfrom web

Training data: -> 55,418 samples

NI N

A Human ~—
verify K() )
Viethamese Reasoning LLM Viethamese
Instruction ) Reasoning
Dataset Data

Web search

The reasoning process can
be defined as a function:
fiIXC—->R XA
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REASONING DATA CURATION \J

Pre-trained models are too general and lack domain-specific knowledge for industries such as healthcare, finance,
or eCommerce. Fine-tuning is necessary to align models with specific industry requirements.

Mathematics

Hinh 14p phuong c6 canh 13 5 m. VAy thé tich hinh d6 1a:
A. 150m3

B. 25m?

C. 100m3

D. 125m®

Answer: <think>Dau tién, chiing ta can nhd cong thic tinh thé tich ctia hinh 14p phucng: Thé tich =
a3 (trong do6 a la do dai canh cua hinh l1dp phuong) Trong trudng hdp nay, canh cua hinh 1ap
phuong 1a S5Sm.

Tiép theo, 4p dung cong thiic vao dit liéu cho san: V=53=5x5 x5 = 125 m3

Cudi cung, so sanh két qua véi céic lva chon dudc cung cip: - A. 150 m3 - B. 25 m3- C.
100 m3 - D. 125 m3

Két qua diing nhit chinh 12 125 m3.</think> <answer>D</answer>
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Task Type Diversity

Broad range of task such as
arithmetic, world problems,
commonsense inference,
symbolic logic, etc.

Linguistic Complexity

Sample across verifying
syntactic and lexical
complexities to challenge
the model understanding of

N\

Reasoning Depth

Prioritize tasks that require
multi-step deduction,
analogical thinking,
counterfactual reasoning

Verifiability

Each instruction-answer pair
is manually verified or
derived from trusted
Vietnamese educational and

GREENN®D=

Vietnamese encyclopedic sources
A v N y v
Task: Mathematics
Prompt: Hinh l1ap phuong c6 canh 1a 5 m. Vay thé tich hinh d6 la:
A. 150m?
B. 25m3
C. 100m?
D. 125m?
Answer: <think>Dau tién, ching ta can nhé cong thic tinh thé tich cta hinh 1ap phuong: Thé tich =
a3 (trong d6 a 1a do dai canh cta hinh 1ap phuong) Trong trudng hop nay, canh cda hinh 1ap
phuong 1a Sm.
Tiép theo, 4p dung cong thiic vio dif liéu cho sin: V=53=5x 5 x5 = 125 m?
Cubi ciing, so sanh két qua véi cic Iua chon dudc cung cép: - A. 150 m3- B. 25 m3- C.
100 m?- D. 125 m?
Két qu diing nhét chinh 14 125 m3.</think> <answer>D</answer>
2025 PRESENTATION



GROUP RELATIVELY POLICY OPTIMIZATION

Viethamese

Reasoning Data

\

N
/’fﬂ‘“ﬂ
< Al A
/[N
N
GreenMind NIM
J
| Format I
(r <
<think>
Accuracy Reasoning
ce Steps
Reward; _</think> )
[ <answer> _. ]
| Language I Final
L </answer> Answer
Reasoning
Correctness
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RESULT AND INSIGHT  \|

Model Access STEM Social Science Humanities Others Avg
VNPTAIIO-Medium-R1 Private  77.09 82.3 78.85 6998 7743
MISA-Llama3-v1.1 Private  77.5 80.75 76.62 71.6  76.87
BnK-AI-Medium-v2 Private  80.94 80.76 70.7 74.06 76.66
VNPTAILIO-Large-v4 Private  78.05 79.05 75.39 70.37  76.21
GreenNode-xMedium-v1 Private  75.7 81.09 75.25 69.33 75.5
GreenMind-Medium-14B-R1 (Ours) Weight 76.78 77.36 72.32 69.03 74.29
CakebyVPBank-Large Private  77.75 78.11 70.38 67.82 73.99
DeepSeek-R1-Distill-Llama-70B Weight 76.77 76.23 67.98 66.82 7241

Table 4: VMLU performance compared to fine-tuned models

Model ComprehensionQA-vi T Exams-viT LAMBADA-vi| WikiQA-vit MMLU-vi{
cpt-smartbot-13b 0.6633 0.3473 21.9864 0.4455 0.414
ura-llama-13b 0.6556 0.342 17.5614 0.438 0.3973
greennode-7b (prior work) 0.6122 0.2892 189.7782 0.3335 0.387
greennode-14b (prior work) 0.6711 0.3672 29.5967 0.468 0.5281
GreenMind-Medium-14B-R1 (our) 0.8689 0.7796 10.7609 0.7915 0.7124

Table 5: VLSP 2023 Challenge. The performance of our model outperforms most SOTA models.
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GREENNODE Al PLATFORM '\l

LLM versioning, | LLM serving, | Generative Al
LLM fine-tuning, evaluation, and selection at scale lineage, monitoring, app & user
approval rating interaction

Alert & )
Retrain

Monitoring

Model Registry

v :e. n Model Version
U’ ‘. N . N N
% — ~ ~ ~ ~

§— wwiea — G —QP — 4P QP
* ’ 4 ’ ’

V1 V2

GenAl
Application

Model Endpoint

Prepare Tunin . Model Comparison
g Job - ; Model
Data L, :e. _|' & selection based Registration
P on accuracy,
I LLM 2 Eval latency, cost, ...

~_

-— ® «

-— dh - ~—
Input/Labelled Human-in-Loop Output rating

Data Labelers
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VN-MTEB: Vietnamese Massive Text Embedding Benchmark

Loc Pham®, Tung Luu®, Thu Vo*, Minh Nguyen®, Viet Hoang®,
# GreenNode Al, Singapore
*School of Electrical Engineering, International University, VNU-HCMC, Vietnam
{locpb, tunglq, thu, viethq5}@greennode.ai, {nntminh }@hemiu.edu.vn

Abstract

Vietnam ranks among the top countries in
terms of both internet traffic and online tox-
icity. As a result, implementing embedding
models for recommendation and content con-
trol duties in applications is crucial. However, a
lack of large-scale test datasets, both in volume
and task diversity, makes it tricky for scientists
to effectively evaluate AI models before deploy-
ing them in real-world, large-scale projects. To
solve this important problem, we introduce a
Vietnamese benchmark, VN-MTEB for em-
bedding models, which we created by translat-
ing a large number of English samples from
the Massive Text Embedding Benchmark using
our new automated framework. We leverage
the strengths of large language models (LLMs)
and cutting-edge embedding models to con-
duct translation and filtering processes to retain
high-quality samples, guaranteeing a natural
flow of language and semantic fidelity while
preserving named entity recognition (NER)) and
code snippets. Qur comprehensive benchmark
consists of 41 datasets from six tasks specifi-
cally designed for Vietnamese text embeddings.
In our analysis, we find that bigger and more

ken by over 100 million people !, have yet to ben-
efit from the creation of large-scale benchmarks.
Although several datasets have been published, in-
cluding ViQuAD (Nguyen et al., 2020), ViIMMRC
(Van Nguyen et al., 2020), and UIT-VSFC (Nguyen
et al., 2018), these resources are often limited to a
single task and domain, with a noticeable scarcity
in their publication.

Text embedding methods (Cao, 2024) have be-
come increasingly popular in both industrial and
academic fields due to their critical role in a variety
of natural language processing tasks. The signifi-
cance of universal text embeddings has been further
highlighted with the rise of LLMs applications such
as Retrieval-Augmented Systems (RAGs) (Lewis
et al., 2021). Consequently, researchers who seek to
evaluate models must often resort to manually col-
lecting datasets and converting them into formats
suitable for model evaluation, a process that is both
time-consuming and labor-intensive. The Mas-
sive Text Embedding Benchmark (MTEB) (Muen-
nighoff et al., 2023) was created to collect data and
standardize ways to evaluate and score different
text embedding models. However, for low-resource

MTEB: Massive Text Embedding Benchmark

Niklas Muennighoff', Nouamane Tazi!, Loic Magne!, Nils Reimers®*

'Hugging Face
!firstname@huggingface.co

Abstract

Text embeddings are commonly evaluated on
a small set of datasets from a single task not
covering their possible applications to other
tasks. It is unclear whether state-of-the-art em-
beddings on semantic textual similarity (STS)
can be equally well applied to other tasks like
clustering or reranking. This makes progress in
the field difficult to track, as various models are
constantly being proposed without proper eval-
uation. To solve this problem, we introduce the
Massive Text Embedding Benchmark (MTEB).
MTEB spans 8 embedding tasks covering a to-
tal of 58 datasets and 112 languages. Through
the benchmarking of 33 models on MTEB, we
establish the most comprehensive benchmark
of text embeddings to date. We find that no
particular text embedding method dominates
across all tasks. This suggests that the field has
yet to converge on a universal text embedding
method and scale it up sufficiently to provide
state-of-the-art results on all embedding tasks.
MTEB comes with open-source code and a pub-
lic leaderboard at https: //github.com/
embeddings-benchmark /mteb.

2cohere.ai
2info@nils-reimers.de

Gurevych, 2019) solely evaluate on STS and clas-
sification tasks, leaving open questions about the
transferability of the embedding models to search
or clustering tasks. STS is known to poorly corre-
late with other real-world use cases (Neelakantan
et al., 2022; Wang et al., 2021). Further, evaluating
embedding methods on many tasks requires imple-
menting multiple evaluation pipelines. Implemen-
tation details like pre-processing or hyperparam-
eters may influence the results making it unclear
whether performance improvements simply come
from a favorable evaluation pipeline. This leads to
the “blind” application of these models to new use
cases in industry or requires incremental work to
reevaluate them on different tasks.

The Massive Text Embedding Benchmark
(MTEB) aims to provide clarity on how models
perform on a variety of embedding tasks and thus
serves as the gateway to finding universal text em-
beddings applicable to a variety of tasks. MTEB
consists of 58 datasets covering 112 languages
from 8 embedding tasks: Bitext mining, classi-
fication, clustering, pair classification, reranking,
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Select < Embedding Leaderboard
Benchmark

This leaderboard compares 188+ text and image embedding models across 1888+ languages. We refer to the publication
of each selectable benchmark for details on metrics, languages, tasks, and task types. Anyone is welcome
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BENCHMARK RESULT & CONCLUSION  \J

Size Dim Type Retr. Class. PairClass. Clust. Rerank. STS | Avg. {1
Num. Datasets (—) (Params) (Dim) 15 12 3 5 3 3 41
gte-Qwen2-7B-instruct* 7B 3584 RoPE | 46.05 70.76 7209  53.15 7428 78.73 | 65.84
e5-Mistral-7B-instruct* 7B 4096 RoPE | 41.73 7221 8401 5171 7515 81.20 | 67.67
bge-multilingual-Gemma2* 9B 3584 RoPE | 20.52 71.78 66.97 40.13 64.21 66.11 | 54.95
gte-Qwen2-1.5B-instruct™ 1.5B 1536 RoPE | 42.01 67.14 72.70 47.64 71.37 79.97 | 63.47
m-e5-large-instruct* 560M 1024 APE | 40.88 7339 8447 5296 7328 8294 | 67.99
m-e5-large 560M 1024 APE | 37.65 6503 8370 4578 70.40 80.65 | 63.87
bge-m3 568M 1024 APE |39.84 69.09 8443 4590 71.28 78.84 | 64.90
Vietnamese-Embebedding 568M 1024 APE | 34.18 69.06 8284 4561 70.89 77.48 | 63.34
KaLM-embedding-m-mini-vl | 494M 896 RoPE | 35.07 62.84 7995  46.85 68.85 7854 | 62.02
LaBSE 471M 768 APE | 17.77 6093  77.57 3459 65.65 72.04 | 54.76
gte-multilingual-base 305SM 768 APE | 3838 6499 8442 5025 71.78 81.51 | 65.22
m-e5-base 278M 768 APE | 3450 6329 8251 4570 69.07 79.45 | 62.42
halong-embedding 278M 768 APE | 3445 6333 8120 4342 69.83 77.39 | 61.60
m-e5-small 118M 384 APE | 3412 6027 81.18 43.16 67.69 77.56 | 60.66
vietnamese-bi-encoder 135M 768 APE | 25.37 58.92 77.40 34.13 64.95 68.58 | 54.89
sup-SimCSE-VN-phobert-base | 135M 768 APE | 12.03 59.69 7131  33.05 5886 68.61 | 50.59
MiniLM-L12 334M 384 APE | 14.14 4557  69.46 2436 6044 6234 | 46.05
MiniLM-L6 227M 384 APE | 9.65 4519  66.13 2040 59.46 5825 | 43.18
Table 3: Average performance of the main metric (in percentage) per task and per model on VN-MTEB subsets.
The symbol * indicates that the model is Instruct-tuned. Bold values highlight the best results for each specific
task. The column "Avg." represents the mean of the average scores across all tasks.
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Al Chatbot using RAG

The Singapore Meeting Room at VNG Campus is located in
Building 1, Floor 1, Yellow Zone. It has a capacity of 8 seats
and supports the Zoom virtual meeting platform. Directions
to the room include routes from the 7-Eleven convenience

store and the main entrance.

From the 7-Eleven store, go straight to the first intersection
and turn left, then continue straight and turn right. The
Singapore meeting room is on the right-hand side. From the
Main Lobby, follow the pathway on the left side of the Atrium,
continue straight past the Training rooms, then turn left. The

Singapore meeting room is on the left-hand side.

2\

Singapore Meeting Room
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-VN VN

Scidocs Figa-

TwitterSemEval2015-VN

,__
\ —

p—

Msmarco-VN GreenNodeMarkdownTable !

TwitterURLCorpus-VN

-

Semantic Textual Similarity

StackExchangeClusteringP2P-VN l

I

I _
|
|l StackExchangeClustering-VN !

TwentyNewsgroupsClustering-VN |

~

I
RedditClustering-VN |
' ' I

RedditClusteringP2P-VN

4 N
GreenNodeAl - VN-MTEB 6 Tasks - 41 datasets
s, - - - - - - - - - - - - - - - ~ - -  -"—-"=—-"-"-"-"-"-"-"-"-"-"-"-"=-"-"=—-"=—-"=-"=—-"—-"—-"—-' - - — = ~
| Retrieval \ |{ Classification |
| ArguAna-VN Webis-Touche-VN I I AmazonCounterfactual-VN AmazonReviews-VN AmazonPolarity-VN :
I
: Climate-Fever-VN SciFact-VN (! Banking77-VN Emotion-VN Imdb-VN |
I
| DBPedia-VN CQADupstack-VN | I Massivelntent-VN MassiveScenario-VN MTOPDomain-VN :
I
: NQ-VN HotpotQA-VN (! MTOPIntent-VN ToxicConversations-VN TweetSentimentExtraction-VN |
\ _ _ _ _ _ _ _ _ _ . __ —
| Trec-Covid-VN NFCorpus-VN e il il St Y- -=======% 2
| | Pair Classification Clustering Reranking |
| II SprintDuplicateQuestions-VN [l AskUbuntuDupQuestions-VN [
| SodocsWN ] Feaw )

—

SciDocsRR-VN |

StackOverflowDupQuestions-VN |

-
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b Posts Colleagues Wiki Events Form Portal My Forms My Ti 3

Suggested Searches

Corporate travel policy

Znews approach deck | Travel

Unit: USD

LIVING ALLOWANCE

COUNTRY

ACCOMMODATION

Level 1- | Level 3-

Wiki - Guidelines « Z5L - Product Package & Pricing - PR/CTMKT « Zing News - Approach deck b tegory International | Domestic a
G reen Nod eMarkd OWn I abl e = Transportation allowance and others related to traveling policy Europe (Switzerland, Denmark, Germany,
Wiki = F es « Traveling Sweden, MNeitherland, Finland, Norway, Ireland, | 90 60 300 300
Austria, Great Britain, France, Luxembourg}
Other countries and regions of Europe 70 40 100 130
Policies - Traveling USA (Mew York), Canada 90 B0 500 600
. Corporate travel policy USA (other States) [0 6O 350 500
.
File format: docx, pdf, csv. R — 20
SIZ enaiish v Applyto [ AllOffices g All Starter @81 (0 PO
South America (Argentina) 40 20 120 210
South America
S 40 25 100 140
Hightlight (other areas)
The implementation process on how to pay travel expenses, book air tickets, and
" " . N N " Astralia 70 35 170 240
D t f t - I = t t accommodation. For any questions, requests related to the issues in this Policy, please contact
ocument rormat: piain text, FA Team. MENA as 25 70 110
Japan (Tokyo) 75 40 165 210
paragraph, tables
Japan (other areas) 75 40 140 200
Content
Unit: VND
1. General prlnc:lples ACCOMMODATION LIVING ALLOWANCE
DH is the person who is fully responsible for the costs and efficiency of the business trip, so it is HCMC, Hanoi, Da
] " ' 3
Doc u m e nt Ia n g u ag e . advisable to consider carefully in advance the business trip proposal, as well as the efficiency of the HCMC, Hanoi, Da Nang, Nang, Hai Phong, Da
. BUSINESS RANK | pai Phong, Da Lat, Ha Other ' ’ Other
- - means of transportation, accommodation, and other expenses related to the business trip. Lat, Ha Long, Phu
Viethamese, English prsp Long, Phuguoc, Nha  regions o T | resions
. oc, Nha Trang,
J Accommodation expense APPLIED IN Trang, Can Tho " 9
VIETNAM CanTho
The accommodation expense is the hotel room or house rental price, including the service fee but
. 3-4 2.300.000 1.500.000 400.000 300.000
excluding deductible tax. (Deductible tax is the amount that can be subtracted from the total amount of
an invoice when calculating business costs, depending on the countries that employees use and claim 1-2 1.600.000 1.000.000 350.000 250.000
travel costs.)
Note:
Living allowance
= Living allowance is applied by personfday
This is a fixed daily allowance for employees to pay for meals and other personal expenses incurred + Accommodation allowance is applied by room/night
during their business trip.
2025 PRESENTATION
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-] GreenNode-Table-Markdown-Retrieval-VN like Follow @ GreenNode.a Dataset card Data Studie Files and versions Community [ Settings
Subset (3) split {1)
corpus - 44.7k rows “ corpus - 44Tk rows v 5 o
The SQL console is po by DuckDE WASM
Get started by typing ¢ or selacting
title text SELECT + FROM corpus LINIT 18;
string string
D ——————
de268958-9589- 4bf £-a24f-a25d80e222ee lone busi ddy 13 bing thong s kj thudt cho bién déng
| Model | Dong vao (A) | Déng Ta (A) | Tin =8 (Kz) | Dign &p (V) | Cong suit (W)
[EEEr Jomemmmm e Rt EEEE T PR PURPEERISPTEES] PRPReREEREr e 1
LMl | 18 | L gsi 1 298 | 1166 |
Subsets and Splits &) 114 Q=
LLMS corpus | default/test default/train queries L
(Larger than 70B) Run Query %+
chdddeat-7083- 4feb- b544-0£487ab2113e
Y ey s G
- ; | STT | Myc tidu | Hoat d8ng chi tift | Théi gian thyc hidn | Mgudi chiu trdch nhidm | | --o | === | «oe | --- =111 TEL uu
T R PP R e L T ) = néa kho hang | Banh gid lai quy trinh Lww trd, phan loai sin phdm | Thing thd nhdt | quin 1y kho | | 2 | | SO dung phin mEm quén 1y_

cddbf6Sc -b6B5- 47es- abec -8bf fea?9abel

9efedT2c-adn9- 4e66- hodc-951676d2ae7E
5£7af610-£952- 4882- bo£1-92hcafal f716
6a5c9c85-ac7d- 4509+ a138-1159413957eb
£982cc91-50£8- ded$- be3a- £8201c506005
£80dbddd -98d9- 457b- aBBT - 73668474c49
£2509234-9100- 449a- h9ed- 50520675080
£224baeé-646d- 4d31- 9bd3-Tcaebefaldde

M4.

4c443305-b12c-4029- baa-70761d80534C I
6B8Babe5-17df-421d- 91d5-6fadfhed2coa |

42ba3ddb-9ccl- 45£0- 8746+ Tbe7BIVCEIAS

| Model | Dong vao (A) | Dong ra (A) | Tan sd (Hz) | Bién ap W1 Cong suét (W) |

Bang trén md ta théng s6 ky thut cia bdn model bién dong khac nhau, tir M1 dén M4.
Dong vao va dong ra tang dan theo thir ty cadc model, tir 10A/5A & M1 1én dén 25A/12.5A &

Table Context: (corpus)

h 4

Du i day la bang théng sé k)“/ thuét cho bién dong:

I
I M1
I M2

I10
115

I5
17.5

I50
| 60

| 220
1240

I1100 I
11800 I

Question - 1 (Queries)

12200 I >
1 3000 I

I M3
I M4

120
|25

110
112.5

I 50
| 60

1220
| 240

Question - 2 (Queries)
Model nao cé cong suét I&n nhét trong
s6 tat ca cac model dugec ligt ké?

I
|
|
Tan s6 hoat dong ciia model M1 la gi?| |
|
I
|
|

Bidu nay ciing tuwong (rng vé&i sy tAng cta cdng sudt tor 1100W & M1 1én d&n 3000W & M4, >
T4t ca cac model d&u hoat déng t6t & ca hai tan sé tiéu chuén 1a 50Hz va 60Hz.

£9845c44-2775-4214- bbe7-af12ffeceeic

e50fd7%-28bb-4£18- 8391-d27aZeedfice

Bang dubi day md ta vE "Quan 1y vin d& dién knfn cdp”

Question - 3 (Queries)
Pién ap hoat dong cua model M3 va
M4 1a bao nhiéu?

fu 13T tafta fibng TIn c@m thifT tl

| M2 vén BE | M& T3 VEn B2 | Trang Thai | | === | === | === |

| @01 | chu chi
g:a-cernutea nha ¥. | Ba sia .
No saved queries yet

eaea2fod-a33s- 444e- 8cO6- 280062950 ed

b26335£b-82ea-4c2b- 9526-12ef6a601517

Kinh phi dy kifn | Mgudi chiu trdch nhidm | | --- | --- | | |

Hone bi chay tai khu wyc X, gAy mét dién cho 50 hG gia dinh. | Dang i 1y | | @02 | Héng hé thdng cum
- | STT | Myc tidu | Hoat dgng | Thoi gian thyc hifn

| | 1] Xay dyng hé théng quin 1§ tai chinh | Thidt ké va trién khai phln mEm quan 1y tii chinh
None | STT | Nhiém wy chinh tri | Myc tifu dit ra | KEt qui thyc hign | 8dnh gid | | === | =eees

Quy I né'\ 2823 | 50 trifu VND \

| 1| Ting cvong doan két trong 9ang | C41 thisn méi guan hé gila cac “aan g viBn, gidm thifu mau thudn néi r:.:,

Save your SQL querles
later. Querie

download, and
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Small Language Models are the Future of Agentic Al
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Abstract

Large language models (LLMs) are often praised for exhibiting near-human per-
formance on a wide range of tasks and valued for their ability to hold a general
conversation. The rise of agentic Al systems is, however, ushering in a mass of
applications in which language models perform a small number of specialized tasks
repetitively and with little variation.

Here we lay out the position that small language models (SLMs) are sufficiently
powerful, inherently more suitable, and necessarily more economical for many
invecalions in agentic systems, and are therefore the future of agentic AL Qur
argumentation is grounded in the current level of capabilities exhibited by SLMs,
the common architectures of agentic systems, and the economy of LM deployment.
We further argue that in situations where general-purpose conversational abilities
are essential, helerogeneous agentic systems (Le., agents invoking multiple different
maodels) are the natural choice. We discuss the potential barriers for the adoption
of SLMs in agentic systems and outhine a general LLM-to-5LM agent conversion
algorithm.

Our position, formulated as a value statement, highlights the significance of
the operational and sconomic impact even a partial shift from LLMs to SLMs
15 to have on the Al agent industry, We aim to stimulate the discussion on
the effective use of Al resources and hope to advance the efforts to lower
the costs of Al of the present day. Calling for both contributions o and cri-
tgue of our position, we commil to publishing all such comespondence at
research.nvidia.com/labs/1lpr/slm-agents.

1 Introdoction

The deployment of agentic artificial intelligence is on a meteoric rise. Recent surveys show that more
than a half of large IT enterprises are actively using Al agents, with 21% having adopted just within
the last year [12]. Aside from the users, markets also see substantial economic value in AT agents: As
of late 2024, the agentic Al sector had seen more than USD 2Zbn in startup funding, was valued at
USD 5.2bn, and was expected Lo grow Lo nearly USD 200bn by 2034 [42, 47]. Put plainly, there 15 a
growing expectation that Al agents will play a substantial role in the modern economy.

The core components powering most modern Al agents are (very) large language models [48)44]). It
is the LLMs that provide the foundational intelligence that enables agents to make strategic decisions
about when and how o use available tools, control the flow of operations needed to complete tasks,
and, if necessary, to break down complex tasks into manageable subtasks and to perform reasoning
for action planning and problem-solving [48, 14]. A typical Al agent then simply communicates with
a chosen LLM API endpoint by making requests to centralized cloud infrastructure that hosts these
maodels [48].
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GreenNode

One-stop Al Solution in South-East Asia

Al Cloud Infrastructure is

deSigned for your bUSiness success currently located in Bangkok,

Hanoi and Ho Chi Minh City

With experience serving thousands of global customers across various
industries, GreenNode is confident in delivering Al solutions tailored to your
business needs. From infrastructure to applications, we ensure optimal cost
and deployment time for maximum efficiency.

G
RATED 3
Y e

Serving enterprise clients & Al
startups in US, EMEA, APAC

Al Cloud Infrastructure is currently
located in Bangkok, Hanoi and Ho
Chi Minh City

Compliant with ISO 27000, PCI DSS,
and TVRA standards




GREENN®GD= . 2025PRESENTATION



	Opening
	Slide 1

	Overview
	Slide 2
	Slide 3
	Slide 4
	Slide 5

	LLM - GreenMind
	Slide 6
	Slide 7
	Slide 8
	Slide 9
	Slide 10
	Slide 11
	Slide 12
	Slide 13
	Slide 14

	Embedding
	Slide 15
	Slide 16
	Slide 17
	Slide 18
	Slide 19
	Slide 20
	Slide 21
	Slide 22
	Slide 23
	Slide 24
	Slide 25
	Slide 26

	Data Flywheel
	Slide 27
	Slide 28
	Slide 29
	Slide 30
	Slide 31
	Slide 32
	Slide 33
	Slide 34


