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Abstract

Vietnam ranks among the top countries in
terms of both internet traffic and online tox-
icity. As a result, implementing embedding
models for recommendation and content con-
trol duties in applications is crucial. However, a
lack of large-scale test datasets, both in volume
and task diversity, makes it tricky for scientists
to effectively evaluate Al models before deploy-
ing them in real-world, large-scale projects. To
solve this important problem, we introduce a
Vietnamese benchmark, VN-MTEB for em-
bedding models, which we created by translat-
ing a large number of English samples from
the Massive Text Embedding Benchmark using
our new automated framework, thereby con-
tributing an extension of the Massive Multi-
lingual Text Embedding Benchmark with our
additional Vietnamese tasks and datasets. We
leverage the strengths of large language models
(LLMs) and cutting-edge embedding models
to conduct translation and filtering processes
to retain high-quality samples, guaranteeing
a natural flow of language and semantic fi-
delity while preserving named entity recogni-
tion (NER) and code snippets. Our comprehen-
sive benchmark consists of 41 datasets from
six tasks specifically designed for Vietnamese
text embeddings. In our analysis, we find that
bigger and more complex models using Rotary
Positional Embedding outperform those using
Absolute Positional Embedding in embedding
tasks.

1 Introduction

Recent advancements in Large Language Mod-
els (LLMs) (Grattafiori et al., 2024; DeepSeek-
Al et al., 2025; Team et al., 2025) have led to
significant improvements in various Natural Lan-
guage Processing (NLP) tasks. To the best of our
knowledge, numerous benchmarks have been estab-
lished for NLP tasks; they predominantly focus on
widely spoken languages such as English and Chi-
nese (Muennighoff et al., 2023). In contrast, low-

resource languages like Vietnamese, which is spo-
ken by over 100 million people ', have yet to ben-
efit from the creation of large-scale benchmarks.
Although several datasets have been published, in-
cluding ViQuAD (Nguyen et al., 2020), VIMMRC
(Van Nguyen et al., 2020), and UIT-VSFC (Nguyen
et al., 2018), these resources are often limited to a
single task and domain, with a noticeable scarcity
in their publication.

Text embedding methods (Cao, 2024) have be-
come increasingly popular in both industrial and
academic fields due to their critical role in a variety
of natural language processing tasks. The signifi-
cance of universal text embeddings has been further
highlighted with the rise of LLMs applications such
as Retrieval-Augmented Systems (RAGs) (Lewis
etal.,2021). Consequently, researchers who seek to
evaluate models must often resort to manually col-
lecting datasets and converting them into formats
suitable for model evaluation, a process that is both
time-consuming and labor-intensive. The Mas-
sive Text Embedding Benchmark (MTEB) (Muen-
nighoff et al., 2023) was created to collect data
and standardize ways to evaluate and score differ-
ent text embedding models. Later the MMTEB:
Massive Multilingual Text Embedding Benchmark
(Enevoldsen et al., 2025) introduced more dataset
for many language, including low-resource like
Vietnamese. However, in MMTEB, Vietnamese
has only 18 datasets, while English has more than
300, German has 80, and Mandarin Chinese has
over 44. This work aims to increase the number of
Vietnamese datasets by adding 41 more, thereby
creating a larger, more reliable, and more challeng-
ing benchmark that enables more accurate conclu-
sions about embedding model performance across
a wide range of tasks and domains.

Machine translation methods often require hu-
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man intervention for quality verification (Qian
etal., 2024), sample collection for benchmarks, and
overall evaluation, leading to a significant increase
in effort. To address this challenge, our approach
integrates translation with additional quality assur-
ance to ensure that our translated datasets satisfy
key criteria. By utilizing the latest state-of-the-
art models in text embedding, language detection,
and LLMs for automatic translation and filtering
of low-quality samples, However, to ensure the
benchmark’s reliability and quality, we acknowl-
edge the importance of human evaluation. Includ-
ing a human evaluation of translation quality, even
on a small subset, will further strengthen the claim
that the resulting benchmark is both high-quality
and a valuable resource for the community. This
approach strikes a balance between high resource
consumption (time, infrastructure) and high-quality
output, with a significantly reduced human effort.

Recognizing the need for a standardized bench-
mark, this paper introduces VN-MTEB (Viet-
namese Massive Text Embedding Benchmark).
The scope and key contributions of this work are
as follows.

* We introduce VN-MTEB - a substantial
benchmark consisting of 41 datasets from
6 tasks (retrieval, reranking, classification,
clustering, pair classification, and seman-
tic textual similarity), designed to evaluate
text embeddings for the Vietnamese language.
This is an extension of MMTEB for the Viet-
namese subset.

» We contribute to and integrate with MTEB?
and make the source code used in the experi-
ments available to the public.

* We evaluate a collection of embedding mod-
els, including both multilingual and mono-
lingual variants, on the VN-MTEB bench-
mark, and provide insights into the correlation
between model types and their performance
across various tasks.

* We propose a translation method that enables
strict control over the fidelity of synthesized
samples by considering multiple evaluation
criteria. The goal of this approach is to fa-
cilitate translation tasks requiring minimized
human involvement in either the translation or
the quality assurance process.

Zhttps://huggingface.co/spaces/mteb/leaderboard

2 Related Works

2.1 Benchmarks, MTEB and MMTEB

GLUE (Wang et al., 2018) and SuperGLUE (Wang
et al., 2019), Big-BENCH (Srivastava et al., 2023),
and evaluation frameworks (Gao et al., 2024) play
a crucial role in driving NLP progress. However,
they are not suitable for evaluating text embedding,
so dedicated benchmarks such as SentEval (Con-
neau and Kiela, 2018), often known as a benchmark
for semantic textual similarity (STS), USEB (Wang
et al., 2021), introduced with additional reranking
tasks, and Beir (Thakur et al., 2021) have become
the standard for embedding evaluation for zero-shot
information retrieval. The MTEB (Muennighoff
et al., 2023) incorporates the above benchmarks
and consists of 58 datasets covering 112 languages
from 8 embedding tasks: bitext mining, classifi-
cation, pair classification, clustering, reranking,
retrieval, semantic textual similarity (STS), and
summarization. Our work follows the structure and
is compatible with the current working source of
MTEB.

Our VN-MTEB integrates a wide range of
datasets, including clustering, classification, BEIR
(retrieval) (Thakur et al., 2021), and others from
various tasks, to provide a comprehensive and re-
liable performance assessment of text embedding
models in Vietnamese.

2.2 Translation Pipeline

In Beir-PL (Wojtasik et al., 2024), the verification
process involved randomly selecting 100 query-
passage pairs, assessed by a linguist in a strict set-
ting and a researcher in a semantic setting. Addi-
tionally, an automated comparison was conducted
using the multilingual LaBSE model (Feng et al.,
2022), as in the original paper, to compare source
texts and translations automatically. The paper ap-
plied machine translation with a large language
model (Yang et al., 2023), where the LLM first
generates a draft translation. The pipeline then re-
trieves similar translation pairs and feedback from
the database as in-context examples, allowing the
model to refine the draft based on these domain-
specific revisions. Furthermore, LLM can be used
with various prompt templates to predict human-
annotated direct assessment for translation quality
(Qian et al., 2024). They also explored different
prompting techniques, including chain-of-thought
(CoT) (Wei et al., 2022), which involves a two-step
process where the LLM first analyzes the differ-
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Figure 1: An overview of tasks and datasets in VN-MTEB.

ences between the machine translation output and
the reference and then scores the translations based
on its analysis. In our method, we utilize the em-
bedding model to compare the equivalence between
the original text and its translation, while the LLM
analyzes and scores the translation quality, allow-
ing us to create a high-quality translated dataset
without relying on human effort.

2.3 Embedding models

Embedding models create vector representations
for tokens, with a key challenge being how
they handle positional information in sequences.
Our paper extends the foundation laid by (Zhu
et al., 2024) on classifying embedding models.
It explores architectures like Absolute Positional
Encoding (APE) and Rotary Positional Encod-
ing (RoPE), alongside tuning strategies including
Instruct-tuned and Non-Instruct-tuned methods.
To incorporate positional embeddings into token
embeddings, most encoder-based text embedding
models, such as the BERT architecture (Devlin
et al., 2019), adopt the APE approach. In contrast,
the RoPE method (Su et al., 2023) encoded posi-
tional information through rotational transforma-
tions applied directly to the query and key vectors
within the attention mechanism. This approach
adopted positional encoding strategies in the age
of LLMs, with its use seen in models like LLaMA
(Touvron et al., 2023) and Qwen (Bai et al., 2023).

The Instruct-tuned model refers to models that
were trained with the natural language descriptions
of the embedding tasks. Instructions can better
inform embedding models about the task at hand,
thereby enhancing the quality of the embeddings.

3 Methodology

Our goal is to create a large-scale benchmark that
serves as a reference point for comparing differ-
ent text embedding models in Vietnamese. To
achieve this, we focus on a language with a sub-
stantial volume of data instances available in the
MTEB benchmark and translate its dataset into
Vietnamese. For each criterion, we explore the
flexible use of embedding models or the applica-
tion of CoTl prompting techniques (Wei et al., 2022)
in large language models to perform evaluation.
The objective is to select high-quality synthesized
samples while maintaining performance and ensur-
ing resource efficiency.

The Figure 2 illustrates our pipeline for generat-
ing a synthesized dataset by transforming a source
dataset into a low-resource language. Our pipeline
consists of three main stages:

» Stage 1: The purpose of this stage is to fil-
ter out only the samples in the desired source
language. Supposing the original dataset is
multilingual, we employ language detection
using a LLM to detect the language in the
original dataset, keeping only samples in the
desired source language. Future studies aim-
ing to translate the entire dataset may omit
this stage.

» Stage 2: This stage employs the LLM to trans-
late the dataset. The result is a set of Viet-
namese sequences that exhibit high similarity
to the original texts while preserving semantic
fidelity, named entity recognition (NER), code
snippets, and other critical aspects, which will
be further examined and evaluated in the sub-
sequent stage.
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Figure 2: An overview of translation pipeline.

* Stage 3: We evaluate the generated transla-
tions used in the official VN-MTEB through
a three-step process, with each step reflecting
an increasing level of rigor. First, we assess
whether the data contains any contamination
from other languages. Second, we ensure that
the data preserves high semantic similarity
with the original content. Finally, we score
each synthesized sample based on a combina-
tion of multiple evaluation criteria. We dis-
card all data samples whose scores fall below
the predefined threshold.

Translation. The generated sequences must
achieve high quality to minimize the likelihood
of being filtered out during the validation stage.
Therefore, selecting an appropriate LLM is cru-
cial. In this stage, we recommend using an LLM
with at least a medium-sized model and support
for maximum token lengths in the tens of thou-
sands. Additionally, we consider utilizing models
that demonstrate strong performance on the target
language by consulting relevant leaderboards, such
as SEA-HELM?.

Evaluating the quality of model-generated trans-
lations is crucial, as embedding models require
high-quality datasets for both training and testing.
While human evaluation can ensure the quality of
translations on a small subset, the sheer volume of
data presents a significant challenge. To address
this, beside human manual evaluation step, we pro-
pose a series of data filtering steps to ensure that
the final synthesized dataset preserves essential
NLP properties while optimizing the framework’s
execution efficiency.

Language Detection. We employ a lightweight
LLM for language detection to identify samples in
the desired source language for translation (Stage
1). While LLMs are generally proficient at translat-
ing text, they may misidentify the language when
multiple languages are present or when the text
includes uncommon phrases, regional dialects, or

3https://leaderboard.sea-lion.ai/

jargon (Qian et al., 2024). Additionally, transla-
tions may not always capture contextual nuances,
idioms, or cultural subtleties. In (Qian et al., 2024),
the shortcomings noted in the LLM’s initial transla-
tion output are primarily related to domain-specific
nuances, terminology, and sometimes word order
or structure. Therefore, we also leverage the same
language detection model used in Stage 1 to ver-
ify whether the translated outputs are entirely in
Vietnamese in Stage 3.

Semantic Similarity. The translated text must
maintain semantic equivalence with the original
sentence. Therefore, we consider using multilin-
gual embeddings to compute similarity scores be-
tween sentence pairs and subsequently filter the
data based on a predefined threshold. A key fac-
tor in selecting an evaluation model is ensuring
that the inferred score distributions for similar and
unrelated sentence pairs are well separated. Ad-
ditionally, the model’s maximum sequence length
should be relatively large (preferably greater than or
equal to 8192 tokens) to fully encode the content of
each sequence. To determine the optimal threshold
for specific models, we need to balance the sep-
aration of similarity scores between semantically
related and contradictory pairs while minimizing
the number of incorrectly filtered samples. (See
Section 5 for a more detailed discussion.).

LLM as a Judge. In addition to ensuring con-
sistency in the target language and maintaining se-
mantic similarity to the input sequence, other cri-
teria should also be considered to guarantee that
the synthesized samples are of high quality and
aligned with human knowledge. Since transla-
tion is fundamentally about generating text that
is both accurate and aligned with human linguis-
tic expectations in a different language, the find-
ings of (Zheng et al., 2023) are directly relevant to
and encouraging for the application of LLM-as-a-
Judge for quality assurance in LLM-based transla-
tion. The advantages discussed in the paper include
scalability and explainability, which support the



reason why we are using LLM to judge a large-
scale dataset’s translation quality. In this paper, we
leverage LLMs at this stage to evaluate the follow-
ing criteria: grammar, named entity recognition
(NER), numbers/links/special characters, fluency,
and meaning preservation. The following gener-
alized formula computes the final score for each
output:
> «; - score;

€S
SCOTELLM_judge = e (1)

where S is the set of evaluation criteria,
Y ics @ = 1, a; and score; € [1,5] denote the
importance weight and the score of criterion i, re-
spectively. Synthesized translations whose score
scorerM_judge €xceeds the threshold {1,701 judge
are selected.

4 VN-MTEB
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Figure 3: Kept Ratio by Tasks.

In Figure 1 and Table 1, we present an overview
of the sample collection and count with multi-
step filtering, comparing the original dataset (la-
beled as "Before") with the final set of samples
obtained after processing through the translation
pipeline, which utilizes semantic similarity and
a LLM-based judge filter. In our approach, we
treat each sequence as an individual sample for
the purpose of Stage 3, which is translation vali-
dation. Consequently, the sample count may dif-
fer from that of the original dataset (Muennighoff
et al., 2023) and the dataset statistic D after for-
matting to be compatible with MTEB code. To the
best of our knowledge, our research release large-
scale datasets, which cover the diverse set of tasks
for benchmarking Vietnamese embedding models,
comprising 41 datasets across 6 tasks. This is an
extension of MMTEB for the Vietnamese subset.
Full detail of comparison between VN-MTEB and
MMTEB is at E

Kept ratio. The percentage of retained sam-
ples (% Kept) is determined by the ratio of the

Table 1: The overview of VN-MTEB.

Dataset # Samples #Filter 1 # Filter 2 % Kept
Name (Original) (Semantic Similarity) (LLM as a judge) (Final/Before)
Retrieval
ArguAna-VN 1,406 1,209 1,295 92.1%
Touche2020-VN 2,214 2,190 1,138 51.4%
ClimateFEVER-VN 4,681 4,088 3,401 72.6%
CQADupstack-*-Retrieval-VN 19,938 17,567 13,140 65.9%
DBPedia-VN 49,188 45,561 39.551 80.4%
FEVER-VN 16,016 14,224 12,739 79.5%
FiQA2018-VN 1,706 1,829 1,021 59.8%
HotpotQA-VN 25,704 23,156 21,956 85.5%
MSMARCO-VN 16,697 12,089 8,019 48.0%
NFCorpus-VN 12,334 10,201 6,819 55.2%
NQ-VN 4,201 3,091 2,283 54.4%
QuoraRetrieval-VN 23,301 20,077 17.135 73.5%
SCIDOCS-VN 29,928 25,101 11,969 40.0%
SciFact-VN 339 205 155 45.7%
TRECCOVID-VN 66,336 61,624 57.358 86.4%
Classification
EmotionVNCI: 4,000 3,469 2,570 64.3%
Banking77VN fica 13,083 12,989 12,378 94.6%
ToxicConve nsVNClassification 50,000 31,299 28.560 57.1%
ImdbVNClassification 25,000 24,721 22,081 88.3%
TweetSentimentExtractionVN fication 3,534 3,145 2,065 58.5%
AmazonCounterfact: /NC 1,005 802 711 70.7%
MTOPDomainVNC 30,517 28,129 20,414 66.9%
MTOPIntent VN 30,517 28,129 20,414 66.9%
AmazonReviewsVN 9,990 8,792 6,766 67.8%
Massivelntent VNCI: 5,005 4,128 3,005 60.1%
MassiveScenarioVN 5,006 3,892 3,006 60.1%
AmazonPolarity VN 400,000 389,124 344,197 86.0%
Pair Classification
SprintDuplicateQuestions-VN 202,000 189,224 176,259 87.3%
TwitterSemEval2015-VN 16,777 12,144 9,374 55.9%
TwitterURLCorpus-VN 51,534 40.829 30.111 58.4%
Clustering
TwentyNewsgroupsClustering-VN 59,436 49,891 45,034 58.9%
RedditClustering-VN 190,653 151,128 133,217 69.9%
RedditClusteringP2P-VN 438,322 404,290 331.020 75.5%
StackExchangeClustering-VN 35,052 29,824 23,618 67.4%
StackExchangeClusteringP2P-VN 73,577 67,525 64,869 88.2%
Reranking
AskUbuntuDupQuestions-VN 375 349 305 81.3%
StackOverflowDupQuestions-VN 2,992 2,787 2421 81.0%
SciDocsRR-VN 7.959 5912 2,656 33.3%
Semantic Textual Similarity
STSBenchmark-VN 2,879 2,329 1,891 65.7%
BIOSSES-VN 100 60 47 47.0%
SICK-R-VN 9.927 7.485 4.716 47.5%

final sample count to the original sample count.
The varying kept ratios suggest different levels
of data quality and filtering requirements across
tasks. Some datasets have a kept ratio lower than
50%, indicating that half of the translations were
invalid due to complexities in grammar and se-
mantics, which are difficult to translate, as well as
issues with passing quality control in Stage 3 of
our pipeline. Further implementation detail please
refer to section 5.

Word length. Since both English and Viet-
namese originate from Latin roots, analyzing the
distribution of word lengths between original and
synthesized samples has the potential to reflect
translation quality. We conduct a statistical analy-
sis over a word length range that covers the major-
ity of samples in the VN-MTEB dataset. Figure 4
compares the distributional trends over a dataset
consisting of millions of sample pairs. The results
reveal a strong correlation between Vietnamese
and English word lengths. This observation serves
as supporting evidence for translation quality as-
sessment, in addition to the evaluation criteria dis-
cussed in Section 3.

For more detailed statistics, please refer to our
Table 13 for information on the train, dev, and test
split samples, and see G for further details about
GPU usage and the time spent creating all datasets.
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and Translated in overall dataset.

5 Experiments

5.1 Implementation Details

In this part, we provide a detailed report on
the models and hyperparameters used for dataset
translation and verification. In our pipeline,
we refer to the Seahelm leaderboard* and select
Qwen/Qwen2.5-3B-Instruct 3 to perform detect-
ing language, which was the top model with the
relatively small size compared to the time our ex-
periment was conducted. The choice of model
at translation stage is guided by a trade-off be-
tween translation quality and the computational
cost of processing large-scale resources, poten-
tially involving millions of documents. Through-
out the course of this research, we evaluated a di-
verse set of machine translation models, includ-
ing pre-trained multilingual models such as Seam-
lessM4T (Communication et al., 2023), M2M100
(Fan et al., 2020), and NLLB-200 (Team et al.,
2022), all of which represent significant ad-
vancements in cross-lingual representation learn-
ing. Additionally, we also evaluated state-of-the-
art bilingual translation models tailored specifi-
cally for English—Vietnamese translation, includ-
ing EnViT5-Translation (Ngo et al., 2022) and
VinAl-Translate-En2Vi (Nguyen et al., 2022).
There are limitations of prior machine translation
works such as VinAl-Translate-En2Vi (Nguyen

“https://leaderboard.sea-lion.ai
Shttps://huggingface.co/Qwen/Qwen2.5-3B-Instruct

et al., 2022), which is short context length (1024)
and limitation of domain trained. API-based mod-
els like OpenAl’s GPT-4, Google’s Gemini, etc
are costly to translate on a massive dataset. At
the time the experiment and translation were con-
ducted, we chose the best model according to
SouthEast Asian Holistic Evaluation of Language
Models (SEA Healms) 6 that time (May 23, 2024),
we used Coherence Al’s Aya-23-35B (Aryabumi
et al., 2024), which has relatively good perfor-
mance on Vietnamese, and the model size is rela-
tively feasible (35 billion parameters). We utilize
the embedding model Alibaba-NLP /gte-Qwen2-
7B-instruct text to compute semantic similar-
ity for embedding-based evaluations. The ad-
vantage of deploying this model lies in its abil-
ity to encode long sequences (up to 32,768 to-
kens). For the "LLM-as-a-Judge" evaluation frame-
work, we adopt aisingapore/Llama-SEA-LION-
v3-70B-IT as the scoring model. According to
the SEA Healms benchmark, this model currently
demonstrates the strongest performance for Viet-
namese. To enhance judgment quality, we fur-
ther incorporate chain-of-thought (CoT) prompting
techniques in the evaluation process.

In our research, we used 4 NVIDIA H100 GPUs
to run our pipeline. For a full estimate about the re-
source usage, please refer to Appendix G for GPU
usage , and for LLMs hyperparameters in transla-
tion, please refer to Appendix Table 4 .

5.2 Experimental Results

Language Detection. A conventional approach for
language detection on text sequences is to employ
FastText (Joulin et al., 2017). However, synthesized
texts often contain interleaved characters from mul-
tiple languages, as discussed in Section 3. Through
our experiments, we demonstrate that FastText fre-
quently yields inaccurate predictions in such cases.
Consequently, leveraging a lightweight large lan-
guage model (LLM) in conjunction with the CoT
technique proves to be a more effective solution
for detecting the language of generated samples.
Visual results are presented in Table 2.
Translation. Table 1 presents the results ob-
tained using the selected translation model Aya-
23-35B (Aryabumi et al., 2024). Our pipeline
demonstrates strong translation performance across
most datasets, achieving a relatively high reten-

®https://leaderboard.sea-lion.ai
"https://huggingface.co/Alibaba-NLP/gte-Qwen2-7B-
instruct



Dataset Name Translated Text

True Label Qwen2.5-7B-Instruct Qwen2.5-3B-Instruct FastText

Cqadupstack-mathematica-vn
gid tri? Vi du (data =
data= {{“Supplier”, “Material
{*Acme”, “A”, “United State

L676.)....
webis-touche2020-vn

msmarco-vn

BLVD.)...

Dua trén mot Gp dt Tieu, c6 cach nao d€ thay doi mot
@Import] “dataset.xlsx”];)
“Geography”, “Quantity”},

2007 Hall of Fame BBWAA (98,5%) Pugc chon vao HOF
ndm 2007 bdi BBWAA All-Star Games 1983 * 1984 (SS)
1985 (SS) 1986 (SS) 1987 (SS) 1988 (SS) 1989 (SS) 1990...
Ga Amtrak gin Buena Park: 1 5 dim: FULLERTON (120 E.
SANTA FE AVE.) . 2 8 dam: ANAHEIM (2150 KATELLA
AVE.) . 3 12 dam: SANTA ANA (1000 E. SANTA ANA

vie_Latn vie_Latn vie_Latn kre_Cyrl

vie_Latn vie_Latn vie_Latn kor_Hang

vie_Latn vie_Latn vie_Latn kor_Hang

Table 2: Comparison of Vietnamese Language Identification: Qwen2.5-7B-Instruct vs Qwen2.5-3B-Instruct vs.

FastText.

tion rate and satisfactory quality in terms of pre-
serving semantic meaning, named entities, and
other key elements. Although some datasets, such
as SciDocsRR-VN, SCIDOCS-VN, and Scifact-
VN, exhibit retention rates below 50%, these be-
long to the scientific domain, which poses particu-
lar challenges for translation.

Semantic Similarity. Figure 5 illustrates the
percentage distribution of semantic similarity score
regions (binned in intervals of 0.1) for different sen-
tence pairs, including original English sentences
with their corresponding Vietnamese labels, se-
mantically similar English sentences, contradictory
Vietnamese sentences, and unrelated Vietnamese
sentences. We evaluate 500 samples from the FLo-
Res 8 dataset, which provides pre-aligned English-
Vietnamese sentence pairs. The remaining sentence
categories for semantic comparison are manually
curated by bilingual experts. The results presented
in Figure 5 indicate a clear separation in the se-
mantic similarity score distribution between origi-
nal English sentences paired with their Vietnamese
labels and semantically similar English sentences,
compared to the other sentence pairs. Based on
these results, we discard generated texts that scores
fail to satisfy the minimum threshold of 0.8.

LLM as a Judge. This step involves evaluat-
ing translations based on criteria such as grammar,
named entities, fluency, and more. Since trans-
lation is essentially about producing text that is
both accurate and conforms to human linguistic
standards in another language, the findings from
(Zheng et al., 2023) are relevant and encourag-
ing for using LLLM-as-a-Judge in quality assur-
ance for LLM-based translations. The paper high-
lights advantages such as scalability and explain-
ability, which justify using LLM to assess trans-
lation quality across large datasets. Although the
LLM as a Judge has limited reasoning, with Chain-
of-Thought (CoT') prompting techniques (Wei et al.,
2022), CoT guides LLMs in evaluation tasks by

8hittps://github.com/facebookresearch/flores
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Figure 5: The distribution of semantic similarity
score using Alibaba-NLP /gte-Qwen2-7B-instruct.
vi_label, contra_vi, unre_vi, and syn_eng respectively
represent the semantic similarity scores between the
original English sequences and the corresponding la-
beled Vietnamese sequences, contrastive Vietnamese
sequences, unrelated Vietnamese sequences, and syn-
onymous English sequences.

LLM_AS_A_JUDGE = ""*
You are an expert in English-to-Vietnamese translation

evaluation, specializing in linguistic accuracy, natural fluency, and
computational assessment.

You will be provided with an original English sentence

and its Vietnamese translation.

Your task is to evaluate the translation based on the following

criteria (0-5 for each):

Grammar (30%) - Correct sentence structure, word order, and verb agreement.
NER Accuracy (25%) - Proper translation or retention of names, places, brands.
Numbers, Links, Special Characters (20%) -

Ensure correct handling of numbers, URLs, emails, and symbols.

Fluency & Naturalness (15%) - Smooth, natural Vietnamese phrasing.
Meaning Preservation (10%) - No loss or distortion of meaning.

Return the result in strict JSON format with the following structure,
with additional explanation:

€

"explanation": <reason>,

"grammar": <score>,

"ner_accuracy": <score>,
“numbers_links_special_chars”: <score>,
"fluency": <score>,
"meaning_preservation": <score>,
"final_score": <weighted_average_score>
}

Output:

Figure 6: LLM as a Judge prompt.

breaking down the entire evaluation process into
smaller steps with detailed definitions and con-
straints for each step in the prompts. We used this
technique to design the prompt guiding the LLM
to step-by-step generate an explanation and then
scoring the translation. We’re using a prompt that
is described in Figure 6.

The VN-MTEB dataset is the result of consid-
erable efforts in translation and evaluation. Given
the constraints of time and resources, we opted to
outsource the scoring of translation samples to a
large language model (LLM).

An overview of the final dataset, along with



Size Dim Type | Retr. Class. PairClass. Clust. Rerank. STS | Avg. T
Num. Datasets (—) (Params) (Dim) 15 12 3 5 3 3 41
gte-Qwen2-7B-instruct® 7B 3584 RoPE | 46.05 70.76 72.09 53.15 7428 7873 | 65.84
e5-Mistral-7B-instruct® 7B 4096 RoPE | 41.73 7221 84.01 51.71 7515 81.20 | 67.67
bge-multilingual-Gemma2* 9B 3584 RoPE | 20.52 71.78 66.97 40.13 6421  66.11 | 54.95
gte-Qwen2-1.5B-instruct® 1.5B 1536 RoPE | 42.01 67.14 72.70 47.64 7137 7997 | 6347
m-eb-large-instruct® 560M 1024 APE | 40.88 73.39 84.47 5296 7328 8294 | 67.99
m-e5-large 560M 1024 APE | 37.65 65.03 83.70 45778 7040  80.65 | 63.87
bge-m3 568M 1024 APE | 39.84 69.09 84.43 4590 71.28 78.84 | 64.90
Vietnamese-Embebedding 568M 1024  APE | 34.18 69.06 82.84 45.61 7089 77.48 | 63.34
KaLM-embedding-m-mini-v1 494M 896 RoPE | 35.07 62.84 79.95 46.85 68.85 7854 | 62.02
LaBSE 471M 768  APE | 17.77 60.93 71.57 3459 65.65 72.04 | 54.76
gte-multilingual-base 305M 768  APE | 38.38 64.99 84.42 5025 7178  81.51 | 65.22
m-e5-base 278M 768  APE | 3450 63.29 82.51 4570  69.07 7945 | 6242
halong-embedding 278M 768 APE | 3445 6333 81.20 4342 6983 7739 | 61.60
m-e5-small 118M 384  APE | 3412 60.27 81.18 43.16  67.69 77.56 | 60.66
vietnamese-bi-encoder 135M 768 APE | 25.37 5892 77.40 3413 6495 68.58 | 54.89
sup-SimCSE-VN-phobert-base 135M 768 APE | 12.03 59.69 71.31 33.05 58.86 68.61 | 50.59
MiniLM-L12 33.4M 384  APE | 14.14 4557 69.46 2436  60.44 6234 | 46.05
MiniLM-L6 22 M 384 APE | 9.65 45.19 66.13 20.40 59.46 5825 | 43.18

Table 3: Average performance of the main metric (in percentage) per task and per model on VN-MTEB subsets.
The symbol * indicates that the model is Instruct-tuned. Bold values highlight the best results for each specific
task. The column "Avg." represents the mean of the average scores across all tasks.

the corresponding Kept ratio, is presented in Ta-
ble 1, and Figure 3. The mean Kept ratio for
the various tasks is as follows: Retrieval (15
datasets) — 66.03%, Classification (13 datasets)
—70.11%, Pair Classification (3 datasets) — 67.2%,
Clustering (5 datasets) — 71.98%, Re-ranking (3
datasets) — 65.2%, and Semantic Textual Similarity
(3 datasets) — 53.4%.

5.3 Benchmark Result

In this paper, we select open-source embedding
models to perform benchmarking. In our bench-
mark, we classified two types of models: APE-
based, RoPE-based, and Instruct-tuned models.
Our benchmark results collected from 18 models
and averaged from 41 datasets from 6 tasks are
represented in Table 3. For more detail of model
scoring on each dataset, please refer to Appendix
J for results on all of the models we experimented
with.

Comparison of models: As visualized in Figure
7, there is a clear correlation between the num-
ber of parameters in a model and its overall av-
erage VN-MTEB score. Larger models tend to
achieve higher scores. Specifically, RoPE-based
models, such as e5-Mistral-7B-Instruct and eb-
Qwen2-7B-Instruct, generally outperform APE-
based models like gte-multilingual-base, bge-
m3, and m-e5-large. As mentioned in the prelimi-
nary section 2, instruct-tuned models were trained
with task descriptions. This training approach typ-
ically results in higher overall performance, as evi-
denced by the significant performance improve-
ment of the instruct-tuned m-e5-large-instruct

compared to its non-instruct counterpart, m-ed-
large. In the model evaluation process, we adhere
to the methodology outlined in the MTEB task
(Muennighoff et al., 2023). Specifically, we em-
ploy the model to embed both the queries and the
corpus documents for the Retrieval task. Cosine
similarity is then used to compute the similarity
scores between each query and document. Next,
we rank the corpus documents for each query based
on their respective similarity scores and calculate
various evaluation metrics. It is noteworthy that
models with higher-dimensional representations
tend to yield improved results in the retrieval task.

6 Conclusion

We utilize our proposed translation pipeline for
translating 41 datasets from 6 tasks to create a mas-
sive text embedding benchmark from English to a
low-resource language—Vietnamese. Through ex-
tensive experiments on our translation pipeline, we
show that with LLMs we can delegate lots of effort
from humans to translate a massive dataset with
quality. Additionally, we evaluated 18 text embed-
dings and revealed the superiority of RoPE-based
embedding models over APE-based ones in some
tasks, giving an overview of choices to consider
when selecting types of models to put in production
and further research.



Limitations

Language variability While this pipeline can be
applied to any source language and translated into
various low-resource languages, further research
and analysis are required to determine the most
suitable model for translation. In our study, we
have selected LLMs and embeddings based on their
performance with English and Vietnamese. For ap-
plication to other languages, additional experiments
must be conducted to identify the most appropriate
model for each target language.

Cultural context Although our work comes
from machine translation, datasets are still limited
about the cultural context of the translation, such
as formal, informal, or the specific dialect used.

Absent of re-generation Our pipeline does not
guarantee the retention of all samples, resulting in
some datasets being reduced by nearly half. There-
fore, future research should consider incorporating
a regeneration mechanism after the evaluation stage
to improve the kept ratio.

Insufficient analysis of synthetic data bias and
contamination During the research progress, we
acknowledge this problem and thus, applying the
quality filtering to minimize the error in trans-
lation, that introducing substantial data loss, and
we also state this in our limitation Absent of re-
generation. We recommend applying regeneration
method to the quality filtering that ensure the qual-
ity of the translation and resolve the data loss.

Long context The VN-MTEB dataset en-
compasses a range of text lengths, including
sequence-to-sequence, sequence-to-paragraph, and
paragraph-to-paragraph formats. However, it lacks
datasets comprising very long documents.
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A Hyperparameters for Translation

In our translation pipeline, we used this
configuration,

Table 4: Translation Hyperparameters

Hyperparameter Value
temperature 0.0
max_new_tokens 4096
tensor_parallel_size 4
max_model_len 8192
max_num_seqs 256

vllm_gpu_memory_utilization 0.95

B Model Translation Selection

We’ve tested other translation models and created
a preference translation from human translations,
randomly selecting 100 samples from 41 datasets
based on document length and number of named
entities. We present some of these samples as
qualitative comparisons. As shown in Table 5,
Aya-23-35B aligns more with human references
than other models.

We use BLEU scoring metrics to measure the
model outputs with the preference translation, as
in the table below. We collect and represent some
samples as the quantitative comparisons between
models in Table 6. The Aya-23-35B gives a
highest BLEU score on all tasks.

C Examples

Tables 7-12 provide examples for each dataset for
each task.

D Dataset Statistics

Table 13 provides statistics of all VN-MTEB
dataset (after processed and formatted). In our
pipeline only the split test is considered to run on
the translation verification.

E Compare VN-MTEB and MMTEB

As previously discussed, the VN-MTEB is an
extension of the MMTEB specifically designed for
the Vietnamese language track. The details
regarding the domain, subtask, and task of each
dataset are provided in Table 14 and Table 15.
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Human_reference

Aya-23-35B NLLB |

Envit | [ dataset-task | ‘iginal text |
1

i riginal
| Mét ngwii dang di xe dap mt banh | Mot ngudi dang di xe dap trén mot banh xe | MOt ngudi dang cudi xe dap trén mot banh xe | Mot ngudi dang di xe dap trén mot banh xe | Mt ngudi dang Idi mot chiéc xe dap mt banh. | SICK-R-VN | A person is riding the bicycle on one wi

heel |

Table 5: Comparison of model translation.

Dataset Aya-23-35B NLLB SeamlessM4T Envit
AmazonCounterfactual VNClassification 0.259626 0.120453 0.142945 0.149178
MassivelntentVNClassification 0.177365 0.0893522 0.105255 0.0785961
MassiveScenario VNClassification 0.187124 0.110192 0.147087 0.0762865
AmazonPolarity VNClassification 0.310677 0.153601 0.141143 0.194886
AmazonReviewsVNClassification 0.220978 0.0831676 0.0970089 0.116723
ArguAna-VN 0.329003 0.185319 0.156948 0.227969
AskUbuntuDupQuestions-VN 0.21701 0.126919 0.156549 0.133957
Banking77VNClassification 0.221967 0.167266 0.172289 0.145763
BIOSSES-VN 0.351678 0.215462 0.222327 0.241592
ClimateFEVER-VN 0.396737 0.155072 0.108626 0.254626
CQADupstackMathematicaRetrieval-VN 0.471219 0.247966 0.180818 0.257275
DBPedia-VN 0.347674 0.219082 0.239175 0.269178
EmotionVNClassification 0.201493 0.121039 0.127727 0.112674
FEVER-VN 0.386533 0.225274 0.168575 0.292802
FiQA2018-VN 0.327639 0.1806 0.10177 0.232315
HotpotQA-VN 0.429049 0.238127 0.242271 0.34017
ImdbVNClassification 0.356003 0.113464 0.0628686 0.185273
MSMARCO-VN 0.340505 0.196092 0.188766 0.22888
MTOPDomainVNClassification 0.202678 0.0759699 0.0741559 0.0196606
MTOPIntentVNClassification 0.205115 0.0901129 0.0713109 0.043651
NFCorpus-VN 0.452488 0.13407 0.0493039 0.231121
NQ-VN 0.415465 0.231762 0.202107 0.291572
QuoraRetrieval-VN 0.162906 0.152699 0.171029 0.158951
RedditClusteringP2P-VN 0.35617 0.131064 0.0958325 0.179491
RedditClustering-VN 0.273405 0.150356 0.176406 0.161824
SciDocsRR-VN 0.253023 0.177177 0.209065 0.183504
SCIDOCS-VN 0.406158 0.194238 0.104031 0.210699
SciFact-VN 0.412818 0.119744 0.0529717 0.145655
SICK-R-VN 0.177573 0.108461 0.116953 0.109692
SprintDuplicateQuestions-VN 0.404384 0.25737 0.271373 0.247144
StackExchangeClusteringP2P-VN 0.439518 0.139462 0.0987495 0.23968
StackExchangeClustering-VN 0.273632 0.148539 0.170056 0.194071
StackOverflowDupQuestions-VN 0.302429 0.182474 0.187633 0.189299
STSBenchmark-VN 0.123917 0.130112 0.153599 0.124351
ToxicConversations VNClassification 0.324964 0.150357 0.141163 0.195978
TRECCOVID-VN 0.373649 0.150463 0.0838845 0.213836
TweetSentimentExtraction VNClassification 0.26379 0.0806592 0.125064 0.114902
TwentyNewsgroupsClustering-VN 0.206904 0.112983 0.109645 0.106614
TwitterSemEval2015-VN 0.116634 0.0433268 0.0547665 0.0461487
TwitterURLCorpus-VN 0.189587 0.114558 0.18553 0.163423
Touche2020-VN 0.241901 0.0837427 0.0882266 0.160647

Table 6: BLEU scores for different models

F Dataset Licenses

Table 16 provides publicly available model
checkpoints used for VN-MTEB evaluation.

G GPU usage for translation

In our experiment, we utilized 4 H100 GPUs, each

tokens, we multiply this rate by 2 to accurately
estimate the time and energy consumption for each

VN-MTEB dataset is

GPU electricity consumption is about 700W. As
shown in Table 17, we measured an output token
rate of 3,800 tokens per second. Since the entire
process requires counting both input and output
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dataset as well as the overall workload. To
summary, the estimated time to translate all

Total time x 2 = 1,215,981.64 seconds x 2
= 2,431,963.28 seconds
~ 675.54 hours
~ 28.14 days



Dataset

Query

Relevant-Document

ArguAna-VN

Trong mit céng chiing, chinh phi dudng nhu
nghi ngd tat ci moi ngudi.

<Title> Nha triét hoc chinh tri cho riing cdc quyén dan sy nén bi hy sinh <Paragraph> Dy chi 1a mot
cudc diéu tra nhu bt ky cude diéu tra nao khac. Chinh phi rd rang phéi c6 cdch tiép can rong rai bdi vi
bét ky 16 hdng nao ciling ¢6 thé bi 1gi dyung bdi nhiing ké khiing b vo dao dm: D6 1a mot sy can thiét,
méc du cung véi nhung hau qua khong may, nhung van 1a su can lhlel Con vé dam phan véi nhiing ké
khiing bd, theo quan di€m ciia d& xuit nay thi lya chon nay khong ton tai khi dbi phd vdi nhiing ké khiing
b6 c6 nén tang chi nghia nguyén 1y, von theo dinh nghia la khong sin long thda hiép va do d6 khong thé
dam phan dugc...

ClimateFEVER-VN

"Néu ban loai bd bing gla c6 tiém ning khong
chi 1a sy bat 6n dinh clia vich bang s& bat dau
xay ra, nhung mdt qud trinh dude goi 1a su bat
6n dinh clia tm bang bién", Matthew Wise, mot
nha khoa hoc cyc dia tai D@u hoc Cambridge néi.

<Title>Nam Cuc <Paragraph> Nam Cyc la luc dia phla Nam nhét trén Trai DAt. N6 bao gdm cyc Nam
Pia ly va nim & viing Nam Cuyc ctia Ban cAu Nam, hau hét vé phla nam ctia Vong Béc Cuc, va dugc bao
quanh béi Pai Duong Nam Cuc. Vm dién tich 14000000km?, day 1a luc dia 16n thi nam trén thé gidi.
So sanh véi Uc thi dién tich cta né gip doi nudce Uc . Khoang 98% lanh thd bj bang tuyét che phi véi do
day trung binh 1,9 km, kéo dai tir nhitng ndi xa nhét v& phia bic dén Ban dio Tay Nam Cyc...

CQADupstack-*-Retrieval-VN

Lam thé nao dé t6i c6 thé sit dung Mathematica
dé tao ra ma Fortran tot hon?

<Title>Tao ma C/Java hi¢u qua gidm thi€u cic phép todn <Paragraph> C6 th€ dung Mathematica d&
tao ra ma C/Java nhdm t6i thiéu héa s6 lugng phép toan thuc hién khong? Vi dy, déi véi ma tran nghich
dao hay dinh thiic? Véi bién luu tri t6t?

DBPedia-VN

American sinh dbi ndi tiéng la van dong vién
quan vgt chuyén nghiép ngudi My

<Title>Giai quan vgt chuyén nghiép Nam Natomas <Paragraph> Giai quan vgt chuyén nghiép Nam
Natomas la mot g1a1 déu quan vgt dugc t6 chiic tai Sacramento, California, Hoa Ky tit nam 2005. Su kién
nay 1a mot phan cia ATP Challenger Tour va dugc choi trén sin ciing ngoai troi.

FEVER-VN

Bee Gees da viét ba bai hét cho cdc nghé si khac.

<Title> Bee Gees <Paragraph> Bee Gees 1a m6t nhém nhac pop dudgc thanh 1ap vao nam 1958. Thanh
vién clia ho bao gdm ba anh em Barry, Robin va Maurice Gibb. Nhém da c6 nhiing thanh c6ng 16n trong
nhiéu thap nién thu am nhac, nhung ho ciing ¢6 hai giai doan dic biét ndi bat; d6 1a thdi ky ca khuc tai vi
tri s6 mot trén bang xép hang cudi thap nién 60 va dau thap nién 70...

FiQA2018-VN

Cic hinh thiic thay thé cho luong ciia nhan vién

<Paragraph> C6 mot vai sang kién tién t& dia phuong & danh sich My 6 day. Héu hét 1a nhitng nd luc
dé chuan bi mot gid tri nhu mot mic luong séng, hodc khuyen khich mang ludi tiéu thu dia phuong. Néu
ban (5 trong khu vyc thu hiit céia mot trong nhiting didu nay, hiy xem néu ban c6 thé c6 duge mot khoan
trg cép hoic vay dé bat dau (néu ban sin sang mua vao triét ly cia nhém nhu 12 mot mic luong $10 ti
thiéu)

HotpotQA-VN

Nam nao thi phim hoat hinh Barbie Thumbelina
va Barbie and the Three Musketeers dugc phat
hanh?

<Title> Barbie Thumbelina <Paragraph> Barbie Thumbelina, hay con goi 1a Barbie Presents: Thum-
belina; 12 mot bd phim Barbie naim 2009 do Conrad Helten va Nishpeksh Mehra dao dién. Pay 1a tap
thit 15 trong loat phlm hoat hinh cud Barbie, véi su long> tiéng cta Kelly Sheridan cho nhan vét chinh
Barbie. Tén goi ciia ciu chuyén giéng nhu truyén c6 tich Thumbelina(Co bé ngén tay) ciia Hans Christian
Andersen nhung n6i dung lai khac nhau.

MSMARCO-VN

chuyén oz sang gallon

<Pamgmph> C6 0.007812500004244 gallon trong mot ounce. Mot Ounces bang 0, 078125 Gallon.
Pinh nghia ctia Ounces . Pudgc biét dén véi tén goi 1a US fluid ounce, don vi thé tich cho céc chét 16ng
dudgc st dung nhu ounce & My va céc nudc khdc thyc hanh hé théng US Customary.

NFCorpus-VN

Chiit béo bio hoa

<Title> LDL va HDL cholesterol va ndng do LDL oxy héa thay ddi & nguvi binh thubng va tang
cholesterol sau khi sit dung cac miic khac nhau ctia canxi <Paragraph> B0t ca cao giau polyphenols
nhu catechin va pro«,yamdms da dugc ching minh trong nhiéu nghién citu trén dong vat ve tdc dung tic
ché LDL oxy héa va tao mang xd vita. Nghién ctu ctia ching i danh gid ndng do LDL va LDL oxy
héa trong huyét thanh sau khi dung cic lugng khac nhau clia bot ca cao (13, 19,5 va 26 g/ngay) & nhiing
ngudi binh thuong va tang nhe cholesterol. Trong nghién citu so sanh nay...

NQ-VN

phim Silver Linings Playbook dugc quay 6 dau?

<Title> Silver Linings Playbook<Paragmph> Nhung dia diém la Upper Darby, Ridley Park va Lans-
downe, nhitng cong dong nhd nim ngay bén ngoai Philadelphia, Pennsylvania. Mic du khong dugc nhic
tén trong phim, nhung Ridley Park di dudc ghi chii & cubi, va mot cnh sat vién c6 thé dugc nhin thiy
dang deo chit viét tit RPPDfrén ¢ 4o ctia minh.

QuoraRetrieval-VN

Nhiing y tuéng kinh doanh t6t véi mic dau tu
thip & An D¢ 1a gi?

<Paragraph> Nhiing y tudng kinh doanh nho la gi?

SCIDOCS-VN

Mot Phuong phap hai budc dc phén cum dit liéu
hén hgp véi céc thé loai va s6 hoc

<Title> Forensics mang WhatsApp: Gidi ma va hiéu cdc Ihong diép tin hiéu cudc goi WhatsApp
<Paragraph> WhalsApp la mot ing dung nhin tin di dong pho bién véi hon 800 tridu ngudi dung. Gan
day, mot tinh ndng goi dién thoai da dudc thém vao ting dung va chua c6 phan tich ky thudt so toan dién
nao dudgc thyc hién vé tinh ning nay vao thoi diém viét bai bio nay. Trong tdc phdm nay, ching t6i mod
té céch chiing toi c6 thé giai ma luu lugng mang va thu thép cdc bing chiing phép y lién quan dén tinh
ning goi dién thoai mdi nay bao gdm: a) S6 dién thoai WhatsApp, b) dia chi IP may chi WhalsApp,
¢) ma héa am thanh WhatsApp (Opus), d) thdi gian goi dién thoai WhatsApp vae) ¢
dién thoai WhatsApp. Chuing toi thich céc phudng phap va cong cu st dung dé gidi ma luu ludng
truy cp ciing nhu trinh bay chi tiét cic phét hién clia ching t6i lién quan dén céc thong diép diéu khién
WhatsApp. Hon nifa, ching t6i cling cung cip cho cong dong mot cong cu gitip hinh dung céc thong
diép giao thiic WhatsApp.

SciFact-VN

S kich hoat NFAT4 doi héi sy di chuyén Ca2+
dudc trung gian bdi IP3R.

<Title> Dleu khién kich hoat NFAT isoform va biéu hién gen phu thudc NFAT thong qua hai tin higu
Ca2+ trong té bao trung hgp va phén tich khong glan <Paragraph> Su két hop kich thich- Lhuye tu,
lién két kich thich tai bé mat té bao V(!l su lhay doi biéu hién gen nhan, dugc béo ton trong tat ca cdc sinh
vt nhan thyc. Lam thé nao cac yeu tb chuyén tuy dong thdi dugc bi€u hién c6 lién quan chit ché vin chua
16 rang. O ddy, ching t6i cho thdy hai isoform yéu t& chuycn o phu thudc canxi NFAT1 va NFAT4 doi
héi cdc tin hiéu InsP3 va Ca2+ phan biét dé kich hoat bén viing vé& mit sinh ly. ..

Touche2020-VN

Khuynh huéng tinh duc ¢6 duge xac dinh khi
sinh ra?

<Paragraph> Khuynh huéng tinh dyc dudc xdc dinh khi sinh ra. Lam thé nao? Ban c6 thé d& dang nhin
thiy mot em bé la nam hay ni bang cach nhin bo phan sinh duc ctia né. Bo phan sinh duc nam Ia duong
vét va bo phén sinh duc nit 1a 4m dao. Pon gian.

TRECCOVID-VN

Nhiing chiéc mét na nao la tot nhét dé phong
ngtta nhiém Covid-19?

<Title> Su lay lan ctia virus corona chung mdi (SARS-CoV-2): M6 hinh héa va mo phong cdc chién
Tugc kié) <Paragraph> Bénh dich viém dutng ho hip cp do virus corona dang lan rong khip thé
g1 va tit cd cdc hé théng y té deu bi qua tai. Virus nay dudc dat tén 1a SARS-CoV-2. Trong tinh hinh
nay, cin phdl dua ra nhiing quyét dinh hdp Iy vé& cach chim séc bénh nhan bi COVID-19. Bdo cdo ty 1¢
mac bénh, cdc triéu chiing chung va cic bo dung cu thi nghiém sén c6, cic chién luge kiém sodt khac
nhau, md hinh phan ngin co ban va mot s6 nghién ciu hién tai vé dich t& hoc ciia bénh dugc théo luan va
cdc md hinh da cong bd trude d6 duge xem xét. ...

Table 7: Examples of queries and relevant documents for all datasets included in VN-MTEB. (<Title>) and
(<Paragraph>) are used to distinguish the title separately from the paragraph within a document in the table above.
These tokens were not passed to the respective models.

H Model performance with size

Figure 7 represent an overview of model
performance along with size and model type.

I Model

Table 18 provides publicly available model
checkpoints used for MTEB evaluation.
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Dataset | Text | Label

AmazonCounterfactual VNClassification

Quintus tién tri ring ho sé trd thanh nhiing vi tit dao mot ngay nao do, nhung khong phai 1a ngay hom dé. ‘ not-counterfactual

AmazonPolarity VNClassification Chic mirng nam mdiPat yéu quy ctia toi ¢ mot trong nhing glong ca luyet v3i nhit clia thé hé co y. Toi da nghe dia CD positive
nay trong nhiéu NAM va t6i vin YEU né. Khi t6i c6 Iam trang tot, n6 khién t6i cam thy t6t hon. Tam trang xAu chi tan
bién nhu dudng trong mua. Dia CD nay tran diy sy song. Giong ca that tuyét voi va 15i bai hat that tuyét voi...

AmazonReviews VNClassification Khong xiing ddng v6i gid ca va thiét ké ndp rét t&. Thiét ké ndp vo cuno kém. Khong phu hdp dé sit dung hang ngdy Nép 0
ddy qud chat dén ndi ching ta phai vét 1on v6i chai m; ngay dé m& nip. Khi bé em bé trong mot tay, viéc md nap la mot
con dc mong. Ngoai nhitng tinh niing siéu an toan ctia nap, ching con rit dit so vdi cdc thuong hiéu khdc. Hay tranh xa
nhitng sin phidm nay cho dén khi ho cai thién nhiing vn dé vé nﬁp. Chiing t6i da nhiéu 1an lam tén thuong ban than khi
cb gang m& ndp vi chiing c6 nhitng canh sdc ¢ ¢4 canh trong va ngoai. Khong xing dang véi gid ca.

Banking77VNClassifi card_arrival

ation Lam sao toi ¢6 thé tim théy thé ctia minh

EmotionVNClassification ‘ Toi cam thay minh vin dang nhin vio mot tim vai vé tréng hoiic mot 5 gidly tring ‘ sadness
ImdbVNClassification Toi yéu khoa hoc vién tuéng va sin sang chip nhan nhiéu diéu. Phlm/phlm truyen hinh khoa hoc v1en tuung thudng bi negative
thleu kinh phi, khong dugc dénh gid cao va hiéu 1am. Toi da cb ging thich diéu nay, t6i thyc sy da cb ging, nhung né
gidng nhu so sanh phim truyén hinh khoa hoc vién tudng tot vdi Babylon 5 va Star Trek...
MassivelntentVNClassification ‘ Hay ddnh thic t6i lic 5 gio sdng trong tudn nay ‘ alarm_set
MassiveScenarioVNClassification | Ailangusi dang choi ban nhac nay? | music
MTOPDomainVNClassification | Goi Nicholas va Natasha | calling

MTOPIntentClassification GET_INFO_RECIPES

Toi con nhiing nguyén li¢u nao?

ToxicConversations VNClassification Bingo: Moi thit luon lién quan dén sy ting trudng dan s6. Néu chiing ta han ché nhap cu, chiing ta s& c6 muc tang trudng not toxic
dan s6 xap xi KHONG. Diéu d6 that tuyét vai cho chit lugng cugc sdng va moi trusng!

TweetSentimentExtractionVNClassification ‘ Toi rét thich bai hit Love Story ctia Taylor Swift positive

Table 8: Classification examples

Dataset | Text Cluster

RedditClustering-VN Mot ngudi Uc dich thuc 12 ai? australia.txt

RedditClusteringP2P-VN Nhiing chién thing khong dudc ghi lai chinh xac Hom nay t6i di c6 5 chién thang trong ché d solo, nhung hd so ciatéi | FortNiteBR
lai hién thi O chién thing & ché do solo va 5 chién thing & LTM t6i c6 thé dam béo ring toi khong choi LTM va chua bao
it chai ché do nay vi day Ia tai khoan mdi. C6 ai gip phai vén dé nay khong? Toi chi trén PC.

StackExchangeClustering-VN Thudt ngit nao tot hon cho "front-end" va "back-end" ctia co s¢ dit liéu danh cho ngudi dung phi ky thuat? ux.stackexchange.com.txt

StackExchangeClusteringP2P-VN C6 ai ¢6 vi du vé Dual Contouring trong C# khong? Toi dang cb ging phét trién mot phuong phép tao dia hinh si unity
dung Perlin. Toi da theo doi rat nhi¢u hudng din clia Minecraft va di khién chiing hoat dong. Toi da thit nghiém véi
MarchingSquares, nhung t6i khong thich né. Béy gid, t6i dang c6 ging tao ra mdt phuong phép dual contouring va toi
ciing dang cb gang ndm bét khai niém vé Octrees. Toi titng phan doan méang dit liéu ctia minh thanh nhiing phin nho,
nhung viéc thu gon va tao mot " phk " 16n hoat dong giéng nhu mot bo phan doan nhd hon khong hiéu qua.Toi hy vong ai
d6 c6 thé chia sé mot s6 ma C#, t6t nhét 1a danh cho Unity nhung bét cit diéu gi dé t6i ¢6 thé phan tich va hiéu ciing sé

hitu ich.
TwentyNewsgroupsClustering-VN ‘ ‘Windows 3.1 mdi ban véi gid $35 ‘ 6
Table 9: Clustering examples
Dataset ‘ Sentence 1 ‘ Sentence 2 Label

SprintDuplicateQuestions-VN Tai sao tdi khong thé tim ra cach d& dang nao dé giii mot Gti hodc nhén hinh anh c¢6 van ban Kyocera DuraCore 1
hinh anh c6 van ban trén Kyocera DuraCore cua t6i?

TwitterSemEval2015-VN ‘ Két thic ctia phim 8 Mile Ia phan yéu thich nhét ctia by ‘ D6 chi 1a 15i bai hét rap trong phim 8 Mile ‘ 0
phim.

TwitterURLCorpus-VN Lam thé nao nhitng dn dy chiing ta st dung dé miéu td sy | Nhitng y tudng 16n ddi hodi phai c6 nhitng nd lyc to 16n, va 0
khdm ph4 anh hudng dén nam va ni trong linh vyc khoa hoc cdch chiing ta néi vé chiing ciing rat quan trong.

Table 10: Pair classification examples. Labels are binary.

Dataset Query | Positive | Negative

AskUbuntuDupQuestions-VN khéng thé khéi dong tir USB | USB cai Windows 7 khong khdi dong sau khi cai Ubuntu

khong thé khasi dong tit liveusb dudc tao voi pendrivelinux

MedRec: Sit dung Blockchain cho Truy cap Dit liéu Y té va
Quén 1y Quyén truy cap

SciDocsRR-VN Ly thuyét Lanh dao phiic tap: Chuyén di phong céch lanh ‘ Ly thuyét lanh dao phiic tap: Mot quan diém tuong tic vé

dao tr thoi ky cong nghiép sang ky nguyén tri thic lanh dao trong cdc hé théng thich ing phic tap.

StackOverflowDupQuestions-VN Loi binh lugn ciia déi sé genfromtxt trong numpy

St dung numpy.genfromtxt dé doc mot tép csv véi cdc chudi numpy genfromtxtpandas doc csv bd qua diu phdy ; trong
chia du phay déu ngodc kép

Table 11: Reranking examples

J Detail Model Result

Table 20 and table 19 represent detail model result.
We split into 2 tables, each for RoPE-based and
other one is for APE-based.



Dataset | Sentence 1 Sentence 2 | Score
BIOSSES-VN Mutations ctia gen KRAS gay ung thu 1 nhitng dot bién phd | Déng chi y, c-Raf gin ddy da dugc phat hién la yéu tb thiét 1.8
bién trong ung thu. yéu cho su phit trién ctia NSCLC do K-Ras gy ra.
SICK-R-VN Mot ngudi dan ong dang & trong mot bai ddu xe va dang choi Ngudi trugt tuyét dang nhiy qua tuyét tring mot cach can 1.0
quén vgt véi mot biic tudng 16n. dam
STSBenchmark-VN Nguoi phét ngodn cia van dong vién: Cac cdo budc stt dung Tin tic mi nhit v& thoi tiét khic nghiét: 1 ngudi chét & 0.0
doping duong nhu 1a khong c¢6 can cu. Texas sau con 16c xody
Table 12: STS examples. Scores are continuous between 0 and 5 (included).
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Figure 7: Model performance and size.



Name Type Train Dev Test
Samples  Samples Samples
AmazonCounterfactual VNClassification Classification 0 0 466
AmazonPolarity VNClassification Classification 0 0 344,197
AmazonReviewsVNClassificat,ion Classification 0 0 3,424
Banking77VNClassification Classification 0 0 2,378
EmotionVNClassification Classification 0 0 1,290
ImdbVNClassification Classification 0 0 22,081
MassivelntentVNClassification Classification 0 0 1784
MassiveScenarioVNClassification Classification 0 0 2974
MTOPDomainVNClassification Classification 0 0 13,291
MTOPIntentVNClassification Classification 0 0 13,291
ToxicConversations VNClassification Classification 0 0 38,560
TweetSentimentExtraction VNClassification Classification 0 0 2,065
RedditClustering-VN Clustering 0 0 293,904
RedditClusteringP2P-VN Clustering 0 0 346,846
StackExchangeClustering-VN Clustering 0 0 251,974
StackExchangeClusteringP2P-VN Clustering 0 0 66,150
TwentyNewsgroupsClustering-VN Clustering 0 0 35,089
SprintDuplicateQuestions-VN PairClassification 0 0 88,173
TwitterSemEval2015-VN PairClassification 0 0 9,378
TwitterURLCorpus-VN PairClassification 0 0 30,095
AskUbuntuDupQuestions-VN Reranking 0 0 1,833
SciDocsRR-VN Reranking 0 0 6,526
StackOverflowDupQuestions-VN Reranking 0 0 2,808
ArguAna-VN Retrieval 0 0 6,969
ClimateFEVER-VN Retrieval 0 0 5,419,992
CQADupstackAndroidRetrieval-VN Retrieval 0 0 24,505
CQADupstackGisRetrieval-VN Retrieval 0 0 38,466
CQADupstackMathematicaRetrieval-VN Retrieval 0 0 17,472
CQADupstackPhysicsRetrieval-VN Retrieval 0 0 39,314
CQADupstackProgrammersRetrieval-VN Retrieval 0 0 33,267
CQADupstackStatsRetrieval-VN Retrieval 0 0 42,693
CQADupstackTexRetrieval-VN Retrieval 0 0 71,313
CQADupstackUnixRetrieval-VN Retrieval 0 0 38,666
CQADupstackWebmastersRetrieval-VN Retrieval 0 0 18,597
CQADupstackWordpressRetrieval-VN Retrieval 0 0 49151
DBPedia-VN Retrieval 0 0 4,540,903
FEVER-VN Retrieval 0 0 5,422,820
FiQA2018-VN Retrieval 0 0 58,659
HotpotQA-VN Retrieval 0 0 5,245,971
MSMARCO-VN Retrieval 0 0 8,846,142
NFCorpus-VN Retrieval 0 0 10,437
NQ-VN Retrieval 0 0 2,683,751
QuoraRetrieval-VN Retrieval 0 0 534,403
SCIDOCS-VN Retrieval 0 0 37,626
SciFact-VN Retrieval 0 0 5,338
Touche2020-VN Retrieval 0 0 383,683
TRECCOVID-VN Retrieval 0 0 228,690
BIOSSES-VN STS 0 0 100
SICK-R-VN STS 0 0 9927
STSBenchmark-VN STS 0 0 1379

Table 13: Tasks in VN-MTEB. Dataset already formatted and compatible with MTEB code



Data Name | Domain | Subtask | Task

arguana-vn [Medical, Written] Retrieval
touche2020-vn [Academic] Question answering Retrieval
fever-vn [Encyclopaedic, Written] Claim verification Retrieval
climate-fever-vn [Encyclopaedic, Written] Claim verification Retrieval
scifact-vn [Academic, Medical, Written] Retrieval
scidocs-vn [Academic, Written, Non-fiction] Retrieval
dbpedia-entity-vn [Written, Encyclopaedic] Retrieval
cqadupstack-*-vn [Written, Non-fiction] Question answering, Duplicate Detection Retrieval
quora-vn [Written, Web, Blog] Question answering Retrieval
ng-vn [Written, Encyclopaedic] Question answering Retrieval
hotpotga-vn [Web, Written] Question answering Retrieval
figa-vn [Written, Financial] Question answering Retrieval
trec-covid-vn [Medical, Academic, Written] Retrieval
nfcorpus-vn [Medical, Academic, Written] Retrieval
msmarco-vn [Encyclopaedic, Academic, Blog, News, Medical, Government, Reviews, Non-fiction, Social, Web] | Question answering Retrieval

EmotionVNClassification-VN
Banking77Classification-VN
ToxicConversationsClassification-VN
ImdbVNClassification-VN

lassification-VN

T
AmazonCounterfactualClassification-VN

MTOPDomainClassification-VN
MTOPIntentClassification-VN
AmazonReviewsClassification-VN

AmazonPolarityClassification-VN
SprintDuplicateQuestions-VN
TwitterSemEval2015-VN

TwittertURLCorpus-VN
TwentyNewsgroupsClustering-VN
RedditClustering-VN
RedditClusteringP2P-VN
StackExchangeClustering-VN
StackExchangeClusteringP2P-VN
AskUbuntuDupQuestions-VN
StackOverflowDupQuestions-VN
SciDocsRR-VN

[Social, Written]
[Written]

[Social, Written]
[Reviews, Written]
[Social, Written]
[Reviews, Written]
[Spoken]

[Spoken]

[Reviews, Written]
[Spoken]

[Spoken]

[Reviews, Written]
[Programming, Written]
[Social, Written]
[Social, Written]
[News, Written]

[Web, Social, Written]
[Web, Social, Written]
[Web, Written]

[Web, Written]
[Programming, Web]
[Written, Blog, Programming]
[Academic, Non-fiction, Written]

Sentiment/Hate speech

Sentiment/Hate speech
Sentiment/Hate speech
Sentiment/Hate speech
Counterfactual Detection

Sentiment/Hate speech
Duplicate Detection

Thematic clustering
Thematic clustering
Thematic clustering
Thematic clustering
Thematic clustering

Question answering
Scientific Reranking

Classification
Classification
Classification

Classification
Classification
Classification

Clustering
Clustering
Clustering
Clustering
Rerank
Rerank
Rerank

STSBenchmark-VN [Blog, News, Written] Semantic Textual Similarity
BIOSSES-VN [Medical] Semantic Textual Similarity
SICK-R-VN [Web, Written] Textual Entailment Semantic Textual Similarity
Table 14: Tasks in VN-MTEB. There are 6 task types and 41 datasets.

Data Name | Domain | Subtask Task
BelebeleRetrieval [Web, News, Written] Question answering Retrieval
MLQARetrieval [Encyclopaedic, Written] Question answering Retrieval
XQuADRetrieval [Web, Written] Question answering Retrieval
WebFAQRetrieval [Web, Written] Question answering Retrieval
PublicHealthQARetrieval [Medical, Government, Web, Written] Question answering Retrieval
BibleNLPBitextMining [Religious, Written|] Bibtext Mining
FloresBitextMining [Non-fiction, Encyclopaedic, Written] Bibtext Mining
NTREXBitextMining [News, Written] Bibtext Mining
TatoebaBitextMining [Written] Bibtext Mining
WebFAQBitextMiningQuestions [Web, Written] Bibtext Mining
LanguageClassification [Reviews, Web, Non-fiction, Fiction, Government, Written] Language identification Classification
MultilingualSentimentClassification [Reviews, Written] Sentiment/Hate speech Classification
MassivelntentClassification [Spoken] Classification
MassiveScenarioClassification [Spoken] Classification
SIB200Classification [News, Written] Classification
VieStudentFeedbackClassification [Reviews, Written] Sentiment/Hate speech Classification
XNLI [Non-fiction, Fiction, Government, Written] Pair-Classification
SIB200ClusteringFast [News, Written] Clustering

Table 15: Tasks in MMTEB. There are 5 task types and 18 datasets




Dataset | Type | Public Link | Translated Link | License
AmazonCounterfactualClassification Classification https://huggingface.co/datasets/mteb/amazon _counterfactual - cc-by-4.0
AmazonPolarityClassification Classification https://huggingface.co/datasets/mteb/amazon_polarity apache-2.0
AmazonReviewsClassification Classification https://huggingface.co/datasets/mteb/amazon_reviews_multi - -
i https://huggingface.co/datasets/mteb/banking77 - mit

https://huggingface.co/datasets/mteb/emotion - -
ImdbClassification Classification https://huggingface.co/datasets/mteb/imdb - -
MassivelntentClassification Classification https://huggingface.co/datasets/mteb/amazon_massive_intent - apache-2.0
MassiveScenarioClassification Classification https://huggingface.co/datasets/mteb/amazon _massive_scenario - apache-2.0
MTOPDomainClassification Classification https://huggingface.co/datasets/mteb/mtop_domain - -
MTOPIntentClassification Classification https://huggingface.co/datasets/mteb/mtop _intent - -
ToxicConversationsClassification Classification https://huggingface.co/datasets/mteb/toxic _conversations 50k - cc-by-4.0
TweetSentimentExtractionClassification | Classification https://huggingface.co/datasets/mteb/twee(_aentiment_e;traction - -
RedditClustering Clustering https://huggingface.co/datasets/mteb/reddit-clustering - -
RedditClusteringP2P Clustering https://huggingface.co/datasets/mteb/reddit-clustering-p2p - -
StackExchangeClustering Clustering https://huggingface.co/datasets/mteb/stackexchange-clustering - -
StackExchangeClusteringP2P Clustering https://huggingface.co/datasets/mteb/stackexchange-clustering-p2p - -
TwentyNewsgroupsClustering Clustering https://huggingface.co/datasets/mteb/twentynewsgroups-clustering - -

SprintDuplicateQuestions

Pair-Classification

s:/ /huggingface.co/datasets/mteb/twittersemeval201¢

TwitterSemEval2015 Pair-Classification - -
Twitter URLCorpus Pair-Classification | https://huggingface.co/datasets/mteb/twitterurlcorpus-pairclassification - -
AskUbuntuDupQuestions Reranking https://huggingface.co/datasets/mteb/askubuntudupquestions-reranking - -
SciDocsRR Reranking tps:/ /huggingface.co/datas mteb/SciDocsRR - ce-by-4.0
StackOverflowDupQuestions Reranking https://huggingface.co/datasets/mteb/stackoverflowdupquestions-reranking - -
ArguAna Retrieval https://huggingface.co/datasets/mteb/arguana - cc-by-4.0
ClimateFEVER Retrieval s:/ /huggingface.co/datasets/mteb/climate-fever - ce-by-4.0
CQADupstackAndroid Retrieval //huggingface.co/datasets/mteb/cqadupstack-android - apache-2.0
CQADupstackGis Retrieval https://huggingface.co/datasets/mteb/cqadupstack-gis - apache-2.0
CQADupstackMathematica Retrieval https://huggingface.co/datasets/mteb/cqadupstack-mathematica - apache-2.0
CQADupstackPhysics Retrieval https://huggingface.co/datasets/mteb/cqadupstack-physics - apache-2.0
CQADupstackProgrammers Retrieval https://huggingface.co/datasets/mteb/cqadupstack-programmers - apache-2.0
CQADupstackStats Retrieval https://huggingface.co/datasets/mteb/cqadupstack-stats - apache-2.0
CQADupstackTex Retrieval https://huggingface.co/datasets/mteb/cqadupstack-tex - apache-2.0
CQADupstackUnix Retrieval https://huggingface.co/datasets/mteb/cqadupstack-unix - apache-2.0
CQADupstackWebmasters Retrieval https://huggingface.co/datasets/mteb/cqadupstack-webmasters - apache-2.0
CQADupstackWordpress Retrieval https://huggingface.co/datasets/mteb/cqadupstack-wordpress - apache-2.0
DBPedia Retrieval https://huggingface.co/datasets/mteb/dbpedia - mit
FEVER Retrieval https://huggingface.co/datasets/mteb/fever - ce-by-sa-3.0
FiQA2018 Retrieval https://huggingface.co/datasets/mteb/fiqa - cc-by-sa-4.0
HotpotQA Retrieval https://huggingface.co/datasets/mteb/hotpotqa - cc-by-sa-4.0
MSMARCO Retrieval https://huggingface.co/datasets/mteb/msmarco - ce-by-sa-4.0
NFCorpus Retrieval https://huggingface.co/datasets/mteb/nfcorpus - cc-by-sa-4.0
NQ Retrieval https://huggingface.co/datasets/mteb/nq - cc-by-nc-sa-3.
Quora Retrieval https://huggingface.co/datasets/mteb/quora - cc-by-sa-4.0
SCIDOCS Retrieval https://huggingface.co/datasets/mteb/scidocs - ce-by-sa-4.0
SciFact Retrieval https://huggingface.co/datasets/mteb/scifact - cc-by-sa-4.0
Touche2020 Retrieval https://huggingface.co/datasets/mteb/touche2020 - cc-by-sa-4.0
TRECCOVID Retrieval https://huggingface.co/datasets/mteb/trec-covid - ce-by-sa-4.0
BIOSSES STS https://huggingface.co/datasets/mteb/biosses-sts -

SICK-R STS https://huggingface.co/datasets/mteb /sickr-sts -

STSBenchmark STS https://huggingface.co/datasets/mteb/stsbenchmark-sts - -

Table 16: Dataset licenses for MTEB and VN-MTEB


https://huggingface.co/datasets/mteb/amazon_counterfactual
https://huggingface.co/datasets/mteb/amazon_polarity
https://huggingface.co/datasets/mteb/amazon_reviews_multi
https://huggingface.co/datasets/mteb/banking77
https://huggingface.co/datasets/mteb/emotion
https://huggingface.co/datasets/mteb/imdb
https://huggingface.co/datasets/mteb/amazon_massive_intent
https://huggingface.co/datasets/mteb/amazon_massive_scenario
https://huggingface.co/datasets/mteb/mtop_domain
https://huggingface.co/datasets/mteb/mtop_intent
https://huggingface.co/datasets/mteb/toxic_conversations_50k
https://huggingface.co/datasets/mteb/tweet_sentiment_extraction
https://huggingface.co/datasets/mteb/reddit-clustering
https://huggingface.co/datasets/mteb/reddit-clustering-p2p
https://huggingface.co/datasets/mteb/stackexchange-clustering
https://huggingface.co/datasets/mteb/stackexchange-clustering-p2p
https://huggingface.co/datasets/mteb/twentynewsgroups-clustering
https://huggingface.co/datasets/mteb/sprintduplicatequestions-pairclassification
https://huggingface.co/datasets/mteb/twittersemeval2015-pairclassification
https://huggingface.co/datasets/mteb/twitterurlcorpus-pairclassification
https://huggingface.co/datasets/mteb/askubuntudupquestions-reranking
https://huggingface.co/datasets/mteb/SciDocsRR
https://huggingface.co/datasets/mteb/stackoverflowdupquestions-reranking
https://huggingface.co/datasets/mteb/arguana
https://huggingface.co/datasets/mteb/climate-fever
https://huggingface.co/datasets/mteb/cqadupstack-android
https://huggingface.co/datasets/mteb/cqadupstack-gis
https://huggingface.co/datasets/mteb/cqadupstack-mathematica
https://huggingface.co/datasets/mteb/cqadupstack-physics
https://huggingface.co/datasets/mteb/cqadupstack-programmers
https://huggingface.co/datasets/mteb/cqadupstack-stats
https://huggingface.co/datasets/mteb/cqadupstack-tex
https://huggingface.co/datasets/mteb/cqadupstack-unix
https://huggingface.co/datasets/mteb/cqadupstack-webmasters
https://huggingface.co/datasets/mteb/cqadupstack-wordpress
https://huggingface.co/datasets/mteb/dbpedia
https://huggingface.co/datasets/mteb/fever
https://huggingface.co/datasets/mteb/fiqa
https://huggingface.co/datasets/mteb/hotpotqa
https://huggingface.co/datasets/mteb/msmarco
https://huggingface.co/datasets/mteb/nfcorpus
https://huggingface.co/datasets/mteb/nq
https://huggingface.co/datasets/mteb/quora
https://huggingface.co/datasets/mteb/scidocs
https://huggingface.co/datasets/mteb/scifact
https://huggingface.co/datasets/mteb/touche2020
https://huggingface.co/datasets/mteb/trec-covid
https://huggingface.co/datasets/mteb/biosses-sts
https://huggingface.co/datasets/mteb/sickr-sts
https://huggingface.co/datasets/mteb/stsbenchmark-sts

Name Type Total Number of tokens Time Estimated (s) GPU Electricity Consumption (kWh)
AmazonCounterfactual VNClassification Classification 910,364 239.57 0.186
AmazonPolarity VNClassification Classification 536,435,795 141167.31 109.797
AmazonReviewsVNClassification Classification 82,306,198 21659.53 16.846
Banking77VNClassification Classification 241,685 63.60 0.049
EmotionVNClassification Classification 595,593 156.74 0.122
ImdbVNClassification Classification 18,074,863 4756.54 3.700
MassivelntentVNClassification Classification 13,809,421 3634.06 2.826
MassiveScenarioVNClassification Classification 13,802,417 3632.22 2.825
MTOPDomainVNClassification Classification 1,439,620 378.85 0.295
MTOPIntentVNClassification Classification 1,439,620 378.85 0.295
ToxicConversationsVNClassification Classification 9,332,763 2455.99 1.910
TweetSentimentExtractionVNClassification Classification 1,011,699 266.24 0.207
RedditClustering-VN Clustering 12,694,431 3340.64 2.598
RedditClusteringP2P-VN Clustering 108,712,751 28608.62 22.251
StackExchangeClustering-VN Clustering 17,157,163 4515.04 3.512
StackExchangeClusteringP2P-VN Clustering 25,618,672 6741.76 5.244
TwentyNewsgroupsClustering-VN Clustering 1,655,500 435.66 0.339
SprintDuplicateQuestions-VN PairClassification 4,711,640 123991 0.964
TwitterSemEval2015-VN PairClassification 665,973 175.26 0.136
TwitterURLCorpus-VN PairClassification 3,004,908 790.77 0.615
AskUbuntuDupQuestions-VN Reranking 136,142 35.83 0.028
SciDocsRR-VN Reranking 7,620,209 2005.32 1.560
StackOverflowDupQuestions-VN Reranking 12,324,554 3243.30 2.523
ArguAna-VN Retrieval 2,842,260 747.96 0.582
ClimateFEVER-VN Retrieval 681,973,189 179466.63 139.585
CQADupstackAndroidRetrieval-VN Retrieval 3,902,043 1026.85 0.799
CQADupstackGisRetrieval-VN Retrieval 10,313,933 2714.19 2.111
CQADupstackMathematicaRetrieval-VN Retrieval 6,109,244 1607.70 1.250
CQADupstackPhysicsRetrieval-VN Retrieval 6,224,273 1637.97 1.274
CQADupstackProgrammersRetrieval-VN Retrieval 8,800,245 2315.85 1.801
CQADupstackStatsRetrieval-VN Retrieval 13,178,147 3467.93 2.697
CQADupstackTexRetrieval-VN Retrieval 25,201,127 6631.88 5.158
CQADupstackUnixRetrieval-VN Retrieval 13,401,968 3526.83 2.743
CQADupstackWebmastersRetrieval-VN Retrieval 3,483,317 916.66 0.713
CQADupstackWordpressRetrieval-VN Retrieval 14,241,887 3747.86 2915
DBPedia-VN Retrieval 414,726,629 109138.59 84.886
FEVER-VN Retrieval 683,783,334 179942.98 139.956
FiQA2018-VN Retrieval 12,536,252 3299.01 2.566
HotpotQA-VN Retrieval 442,305,098 116396.08 90.530
MSMARCO-VN Retrieval 778,538,066 204878.44 159.350
NFCorpus-VN Retrieval 1,642,900 432.34 0.336
NQ-VN Retrieval 370,480,772 97494.94 75.829
QuoraRetrieval-VN Retrieval 19,285,282 5075.07 3.947
SCIDOCS-VN Retrieval 7,936,076 2088.44 1.624
SciFact-VN Retrieval 2,200,704 579.13 0.450
Touche2020-VN Retrieval 170,315,421 44819.85 34.860
TRECCOVID-VN Retrieval 52,994,734 13945.98 10.847
BIOSSES-VN STS 9,357 2.46 0.002
SICK-R-VN STS 269,368 70.89 0.055
STSBenchmark-VN STS 332,610 87.53 0.068
Total Total 4,620,730,217 1215981.64 946.066
Table 17: GPU Usage to Translate datasets in VN-MTEB
Model Public Checkpoint

gte-Qwen2-7B-instruct
e5-Mistral-7B-instruct
bge-multilingual-Gemma2
gte-Qwen?2-1.5B-instruct
m-eS-large-instruct
m-e5-large

bge-me
Vietnamese-Embedding
KalLM-embedding-m-mini-v1
LaBSE

gte-multilingual-base
m-e5-base

halong-embedding
m-e5-small
vietnamese-bi-encoder
sup-SimCSE-VN-phobert-base
MiniLM-L12

MiniLM-L6

https://huggingface.
https://huggingface.
https://huggingface.
https://huggingface.
https://huggingface.
https://huggingface.
https://huggingface.
https://huggingface.
https://huggingface.
https://huggingface.
https://huggingface.
https://huggingface.
https://huggingface.
https://huggingface.
https://huggingface.
https://huggingface.
https://huggingface.
https://huggingface.

co/Alibaba-NLP /gte- Qwen2-7B-instruct

co/intfloat/e5-mistral- 7b-instruct
co/BAAI/bge-multilingual-gemma2

co/Alibaba-NLP /gte- Qwen2-1.5B-instruct
co/intfloat/multilingual-e5-large-instruct

co/intfloat/multilingual-e5-large

co/BAAI/bge-m3

co/AlTeamVN /Vietnamese Embedding
co/HIT-TMG/KaLM-embedding-multilingual-mini-v1

co/sentence-transformers/LaBSE
co/Alibaba-NLP /gte- multilingual-base
co/intfloat/multilingual-e5-base

co/hiieu/halong _embedding

co/intfloat/multilingual-e5-small

co/bkai-foundation-models/vietnamese-bi-encoder
co/VoVanPhuc/sup-SimCSE-VietNamese-phobert-base
co/sentence-transformers/paraphrase-multilingual-MiniLM-L12-v2
co/sentence-transformers/paraphrase-multilingual-MiniLM-L6-v2

Table 18: Publicly available model links used for evaluation


https://huggingface.co/Alibaba-NLP/gte-Qwen2-7B-instruct
https://huggingface.co/intfloat/e5-mistral-7b-instruct
https://huggingface.co/BAAI/bge-multilingual-gemma2
https://huggingface.co/Alibaba-NLP/gte-Qwen2-1.5B-instruct
https://huggingface.co/intfloat/multilingual-e5-large-instruct
https://huggingface.co/intfloat/multilingual-e5-large
https://huggingface.co/BAAI/bge-m3
https://huggingface.co/AITeamVN/Vietnamese_Embedding
https://huggingface.co/HIT-TMG/KaLM-embedding-multilingual-mini-v1
https://huggingface.co/sentence-transformers/LaBSE
https://huggingface.co/Alibaba-NLP/gte-multilingual-base
https://huggingface.co/intfloat/multilingual-e5-base
https://huggingface.co/hiieu/halong_embedding
https://huggingface.co/intfloat/multilingual-e5-small
https://huggingface.co/bkai-foundation-models/vietnamese-bi-encoder
https://huggingface.co/VoVanPhuc/sup-SimCSE-VietNamese-phobert-base
https://huggingface.co/sentence-transformers/paraphrase-multilingual-MiniLM-L12-v2
https://huggingface.co/sentence-transformers/paraphrase-multilingual-MiniLM-L6-v2
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