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Abstract

Information retrieval often comes in plain text, lacking semi-structured text
such as HTML and markdown, retrieving data that contains rich format such
as table became non-trivial. In this paper, we tackle this challenge by intro-
ducing a new dataset, GreenNode Table Retrieval VN (GN-TRVN), which is
collected from a massive corpus, a wide range of topics, and a longer context com-
pared to ViQuAD2.0. To evaluate the effectiveness of our proposed dataset, we
introduce two versions, M3-GN-VN and M3-GN-VN-Mixed, by fine-tuning the
M3-Embedding model on this dataset. Experimental results show that our mod-
els consistently outperform the baselines, including the base model, across most
evaluation criteria on various datasets such as VieQuADRetrieval, ZacLegalTex-
tRetrieval, and GN-TRVN. In general, we release a more comprehensive dataset
and two model versions that improve response performance for Vietnamese
Markdown Table Retrieval.

Keywords: Vietnamese Text Embedding, Natural Language Processing, Information
Retrieval, Semantic Similarity

1 Introduction

Information Retrieval is the task of converting natural language sentences or a para-
graph into meaningful representations of high-dimensional vectors (embedding)[1].
With the releases and open-source of pre-trained language models, quality text embed-
ding has been improved. There also exists a widely recognized benchmark for these text
embedding models called Massive Text Embedding Benchmark[2]. This benchmark



has been updated regularly by the continuing releases and publishing of individuals
and organizations from all experts in the Natural Language Processing (NLP) field.

Despite the widespread popularity of text embedding, the methodology is still
limited by a lack of variety. Most embedding models are focused on English and
Chinese, leaving other languages dependent on multilingual models. Training a long-
document retrieval system is also challenging due to the overwhelming training effort
while preparing the training data. With the trend in the Retrieval-augmented gener-
ation (RAG) system, document extraction encounters a huge amount of tables, most
of which are formatted as markdown, and the retrieval and fine-tuning embedding
currently still lacks Table retrieval task[2].

From the issues presented above, we can see text embedding in Vietnamese is still
under development due to many factors, especially a lack of data. The paper intro-
duces GreenNode Table Retrieval, specifically designed for markdown table retrieval
tasks. By utilizing LLMs, it synthesizes data from plain text into tables. Further-
more, it employs M3-Embedding [3] to fine-tune two models based on the synthesized
data, thereby achieving boosted performance across several benchmarks. Our main
contributions in this paper can be summarized as follows:

- This study has collected and built a dataset on Table Markdown retrieval for
Vietnamese.

- To the author’s knowledge, the number of research on the problem text embed-
ding for Vietnamese is still limited, as mentioned in section 2. Therefore, this paper
proposed two models that achieve better accuracy than the compared baselines. We
introduce M3-GN-VN and M3-GN-VN-Mixed which are finetuned from M3-
Embedding. Both models use the same dataset and fine-tuning techniques to create
a wide range of choices when selecting a model for further research and deployment.

- This research proposes an approach named MTDG (Markdown-Table-data-
generating pipeline) to synthesize raw text data into markdown tables using Large
Language Models (LLMs).

2 Related Work

The text embedding models have been in substantial progress in research and devel-
opment. The popularity of pre-trained language models where underlying semantics of
sentences, and paragraphs can be expressed as meaningful matrices by utilizing trans-
formers encoder [4]. However, the task of finding similar text pairs is time-consuming
because of BERT [5] and RoBERTa [6] (which is state-of-the-art at the time) semantic
textual similarity requires both sentences to be put into the network, causing a huge
amount of computational overhead. The release of Sentence-BERT|[1] proposed a new
architecture that can extract semantic embedding that can compared using cosine-
similarity. This reduces the computational overhead to query most similar text to a
vector or embedding space that stores the corpus, instead of comparing each two sen-
tences at each time. Training of an effective embedding model got critical improvement
by constructing negative from Approximate Nearest Neighbor (ANN), which is select
more realistic negative training sample [7]. Advance from these techniques, there are
many impactful methods in versatile embedding models such as E5[8], and BGEI3].



Besides, there are also multilingual models available that were trained in Vietnamese
such as E5-Multilingual [9], M3-Embedding [3], mBert[10], etc.

The PhoBERT [11] set a foundation as "the first public large-scale mono-
lingual language models pre-trained for Vietnamese". Advancing this there are
public monolingual that especially for Vietnamese text embedding such as sup-
SimCSE-VietNamese-phobert-base!, vietnamese-bi-encoder[12], vietnamese-sbert 2 |
etc. Another one is the curation of training and evaluation data for Vietnamse text
embeddings, e.g., Viethamese News corpus®, UIT-ViQuAD2.0 [13], Zalo Legal Text
Retrieval* e.g. However, the dataset is only focused in news retrieval, wiki retrieval,
and legal retrieval. In this paper, we introduce GreenNode-Table-Markdown-Retrieval-
VN dataset, which focuses on markdown format table retrieval, to contribute an
additional resource for Vietnamese NLP research and development, reduce the notable
gap with English models, and the huge imbalance between different languages.

Despite substantial technical advancement and development from NLP commu-
nities, most of the existing text embedding models are developed only for English,
where other languages like Vietnamese lagging behind.

3 Dataset Construction

Supper LLMs
(Larger 70B)

Supper LLMs
(Larger 70B)

Vietnamese Common

Crawl —>» Extracted Contexts Table Descriptions Table Context Questions —> Final Data

Supper LLMs
(Larger 70B)

Fig. 1 Dataset construction pipeline. Using LLM to extract contexts from raw paragraphs, create
table descriptions, table context and questions, saving to final data for training and evaluate.

3.1 Data Creation Process

The proposed process for creating the GN-TRVN corpus (Markdown data generator)
involves five main stages: document collection, table instruction creation, table cre-
ation, table question creation, and quality assurance. Figure 1 presents an overview
of the corpus creation process, with detailed descriptions provided in 3.1.

Document collection. CommonCrawl® is a large web dataset collected from
the internet, organized into segments of web pages. We collected data from 2023
and performed preprocessing steps such as deduplication, language identification, and
removal of irrelevant content, etc. After processing, we gathered a substantial amount
of data, approximately 150,000 article texts in Vietnamese.

Lhttps://huggingface.co/VoVanPhuc/sup-SimCSE-VietNamese-phobert-base
Zhttps://huggingface.co/keepitreal /vietnamese-sbert
3https://github.com/binhvq/news-corpus

“https://challenge.zalo.ai

Shttps://commoncrawl.org



Table Instruction Creation. For each extracted-context, we create a
table instruction by passing extracted-context to TABLE_INSTRUCTION_CREATION.
After this step, we get a plan or a strategic to elaborate extracted-context.

TABLE_INSTRUCTION_CREATION = """You are a master strategist with deep analytical skills. Your task is to evaluate
the provided information and generate a list of actionable plans. Focus on creating practical, high-impact
strategies that can be implemented effectively.

Given the following information, analyze the context and formulate 5 strategic plans
“““{extracted-context} ‘¢

Your response should be concise and to the point. Provide exactly 5 plans with no additional explanations or
elaborations.

Additional Instructions:

- Ensure that each plan is distinct and actionable.

- Prioritize effectiveness and feasibility in your plans.

- Keep the language clear and concise

YOUR PLANs ARE:

Table Creation. After get plan from 3.1, we create table from
TABLE_CREATION prompt, with random row and col from range 4 to 8.

TABLE_CREATION = """From now you are an Table Markdown Generator. You are tasked with creating a well-structured
markdown table based on the provided strategic plan details, and then provide a brief analysis of the table.
The analysis should include a general description, an overview of the key points, and any relevant comparisons
or observations. The following plan details is:
<{plan}ccc

Based on the plan details above, create a markdown table with {row} rows and {col} columns. Ensure that the table is
formatted correctly in markdown and that each cell contains relevant information. The table should be easy to
read and well-organized.

Additional Imstructions:

- Structure the content to fit naturally within the given rows and columns.

- Ensure proper alignment and formatting for markdown tables.

- Use descriptive headers if applicable, and distribute the information logically across the table

YOUR TABLE IN MARDOWN FORMAT:

Table Question Creation. After acquired table_markdown from 3.1, we
passing TABLE_QUESTION_GENERATION to supper LLMs mention in 1 to create
a dataset sample contains table context (corpus) and questions (queries).

TABLE_QUESTION_GENERATION = """Your task is to analyze the given markdown table and generate five insightful
questions that can be used to query or infer information from the table. These questions should vary in
complexity, ranging from direct queries to more complex ones that require cross-referencing multiple cells or
rows. Aim for a mix of straightforward and complex questions to fully explore the data contained in the table.

Here is content of markdown table:

‘¢“‘{table_markdown}‘ ‘¢

Additional Instructions:

- Ensure a balance between direct and indirect questions.

- For indirect questions, make sure they encourage deeper analysis or reasoning.
- Questions should be clear, concise, and relevant to the content of the table.
- Each question must be on a new line, using ’\n’ to separate them.

YOUR QUESTIONS ARE:

Table Question Creation. After acquired table_markdown from 3.1, we
passing TABLE_QUESTION_GENERATION to supper LLMs mention in 1 to create
a dataset sample contains table context (corpus) and questions (queries).

TRANSLATION_PROMPT = """You are a professional translator with a deep understanding of both the native language and
Vietnamese languages.

You possess a high level of proficiency in translating between these languages, ensuring that the translation
retains both the meaning and cultural nuances of the original text.

With a thorough knowledge of grammar, syntax, and colloquialisms in both languages,

you can accurately and naturally translate the following from native language to Vietnamese while maintaining its
intended tone and context.

Your work is known for its precision and attention to detail, making your translations clear and effective for

a wide audience. Translate the following from native language to Vietnamese: {{textl}}

TRANSLATED VERSION IN VIETNAMESE IS: """




3.2 Dataset Analysis

Data after generated split into corpus and queries, follow format as MTEB Benchmark
dataset [2]. With each table context (corpus) has multiple generated question
(queries) from a Super LLM (see figure 2)

LLMs
(Larger than 70B)

T

Table Context: (corpus) Question - 1 (Queries)

Duéi déy 1a bang thong s& ky thuét cho bién dong:
I Model  Dong vao (A) I Dong ra (A) | Tan s6 (Hz) | Bién &p (V) | Cong sudt (W) | [ Tan 56 hoat déng ota model M1 12 gi?
IM1 110 15 |50 1220 11100 I
IM2 115 175 160 1240 11800 I Question - 2 (Queries)
IM3 120 110 150 1220 12200 I —> Model nao c6 cong suét Ién nhét trong
IM4 |25 1125 160 1240 13000 | s0 tét ca cac model dugrc ligt ké?

Bang trén mé ta thong s6 ky thuat cua bén model bién dong khac nhau, tir M1 dén M4.
Dong vao va dong ra ting dan theo thir ty cac model, tir 10A/5A & M1 1én dén 25A/12.5A &

Question - 3 (Queries)
Bleu nay ciing tuong rng véi sy lang cua cong sudt tir 1100W & M1 1én dén 3000W & M4. —> DBién ap hoat dong cia model M3 va
T4t ca cac model déu hoat dong 6t & ca hai tan s6 tiéu chuén la 50Hz va 60Hz. M4 |a bao nhiéu?

Fig. 2 Sample data. Which each table context (corpus), using LLMs larger than 70B parameters to
create 3 corresponding sample question (queries).

3.2.1 Overall statistic

GreenNode Table (our work) UIT-ViQuAD2.0

Train Test Total Train Dev  Test Total
Context count 35,742 8,936 44,678 4,101 557 1241 5,899
Question count 143,106 35,791 178,897 28,454 3,814 7,301 39569
Avg. context length 1,274.7  1271.2 1,274.7 853.2 815.6  840.7 847.3
Avg. question length 89.3 89.3 89.3 66.4 65.8 66.2 66.3
Vocabulary size 124,435 50,832 143,251 37,710 9,653 17,026 46,236

Table 1 Overall statistics of our dataset and UIT-ViQuAD2.0.

Inferred from Table 1, the dataset comprises 35,742 contexts from CommonCrawl®.
We followed the methodology of the UIT-ViQuAD paper [14] to use a Python Viet-
namese toolkit - pyvi 7 to segment words. In comparison to UIT-ViQuAD2.0 [13], our
dataset is larger in size and vocabulary. Our dataset used more context documents, a
total of 44,678 contexts compared with 5,899 passages. Additionally, the transcripts
in our dataset are much longer on average, with an average length of 1,274.7 words,
compared to the majority of UIT-ViQuAD’s context passages ranging from 815 to
850 words. As represented in 2, context contains information and a markdown table,
increasing more words than traditional text passage while a query is relatively concise.

Shttps://commoncrawl.org
"https://pypi.org/project/pyvi/



To further explore the distinctive vocabulary of each corpus, we created Figure 3 to
display a visualization of the exclusive vocabulary in our corpus and UIT-ViQuADZ2.0.
In context, the UIT-ViQuAD2.0 cloud represents more formal topics, frequently occur
in an informative context such as "qudc gia", "thang nam", "thé gisi", "Viét Nam".
While in our corpus, we represent the context as a markdown table with its following
context and refer more to statistics and management such as "bang trén", "khach
hang", "san pham", etc.
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(a) Word cloud of tokenized words in GreenNode (b) Word cloud of tokenized words in UIT-
Table Markdown context ViQuaD2.0 context
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(c) Word cloud of tokenized words in GreenNode (d) Word cloud of tokenized words in UIT-
Table Markdown questions (queries) ViQuaD2.0 questions (queries)

Fig. 3 Word cloud representation of GreenNode Table Markdown and UIT-ViQuAD2.0

4 Experiment Setup
4.1 Dataset for Fine-tuning

Our embedding was trained on the GreenNode Table Retrieval VN train set with
143k samples. Adapt from paper Approximate Nearest Neighbor Negative Contrastive
Learning for Dense Text Retrieval (ANCE method) [7], with each positive, we create
nearest approximately 7 hard negative candidates.

4.2 Fine-tuning process

Adapt from M3-Embedding [3] techniques, we employed unified fine-tuning and self-
knowledge distillation to train the model on mentioned dataset. The Loss function
was used is InfoNCE loss, with the formula is represented by the following:

exp(s(q,p*)/7) (1)

Ly =—lo )
© & > peip,pry €xp(s(q,p)/7)



Here, p* and P’ stand for the positive and negative samples to the query g; s(-) is
any of the functions within {sgense(-), Siex(*); Smui(-)}. Parameter 7 is a temperature
scaling factor that controls the sharpness of the similarity distribution.

Training resource is 2xH100 and progress is over 4 epochs with 291,264 steps, batch
size of 2, using learning rate le-5 and cosine scheduler. After tuning, we have M3-
GN-VN;, and interpolating it with the original model, M3-Embedding, we created
M3-GN-VN-Mixed, which surpasses both the fine-tuned and original models in
downstream task performance.

5 Evaluation

Our experiment evaluates the model’s performance using three metrics: Mean Average
Precision (MAP), Mean Reciprocal Rank (MRR), and Normalized Discounted Cumu-
lative Gain (NDCG). These metrics measure the model’s effectiveness by examining
the ranking of relevant documents within the retrieval list. In essence, a higher score
indicates a more effective embedding model, as it ranks the most relevant documents
at the top of the retrieval list. Additionally, Section 6 provides an error analysis to
assess whether the correct documents are consistently retrieved. Our embedding was
evaluated on:

1. GreenNode-Table-Markdown-Retrieval-VN: test set 35.8k samples. (Our work)

2. Legal Text Retrieval Zalo 2021 challenge ®: test set 793 samples. This widely rec-
ognized dataset was created by the ZaloAl team for the 2021 challenge, focusing
on the Information Retrieval task in the legal domain.

3. UIT-VieQuADRetrieval [13] validation set 2048 samples. The early datasets for
training the machine learning reading comprehension models. Where the answer
answers are directly extracted from the reading passage.

The result and comparison between multilingual models, prior Vietnamese models,
and our works are in table 2, 3, 4.

Since a Retrieval-Augmented Generation (RAG) system depends on both the
learned knowledge of the LLM and the retrieval of documents relevant to the question,
improvements in benchmark performance can directly enhance the overall accuracy
and effectiveness of RAG systems [15]. However, within the scope of this paper on
embedding models, we focus on evaluating the embedding model’s effectiveness specif-

icalld ol rﬁ%do%do%%%xferaﬁﬁiﬂﬁga%heé&%g& sesonsEliest Rgrionmanses Lo hs

sults, it is evident that our fine-tuned model outperforms the majority of current
state-of-the-art models, including the baseline M3-Embedding model [3]. Notably, as
shown in 3, the performance in 4 demonstrates a marginal improvement over the
baseline model. Although Vietnamese models from prior work are monolingual, their
performance lags behind that of multilingual models, primarily due to limitations
in their training data and implementation architecture. In contrast, our embedding
model, trained on the proposed dataset, achieves state-of-the-art results across several
Vietnamese benchmarks.

8https://challenge.zalo.ai



Table 2 Performance comparison of various models on GreenNodeTableRetrieval.

Model Name MAPgs5 T MRRgs 1 NDCGgs T Recallgs 1 Mean 1
Multilingual Embedding models
mebSgall 33.75 33.75 35.68 41.49 36.17
meSarge 38.16 38.16 40.27 46.62 40.80
M3-Embedding 36.52 36.52 38.60 44.84 39.12
OpenAl-embedding-v3 30.61 30.61 32.57 38.46 33.06
Vietnamese Embedding models (Prior Work)
halong-embedding 32.15 32.15 34.13 40.09 34.63
sup-SimCSE-VietNamese-phoberty,, ¢ 10.90 10.90 12.03 15.41 12.31
vietnamese-bi-encoder 13.61 13.61 14.63 17.68 14.89
GreenNode-Embedding (Our Work)
M3-GN-VN 41.85 41.85 44.15 57.05 46.23
M3-GN-VN-Mixed 42.08 42.08 44.33 51.06 44.89

Table 3 Performance comparison of various models on ZacLegalTextRetrieval.

Model Name MAPgs5 T MRR@gs T NDCGgs T Recallgs T Mean T
Multilingual Embedding models
meSgmall 54.68 54.37 58.32 69.16 59.13
meS)ayrge 60.14 59.62 64.17 76.02 64.99
M3-Embedding 69.34 68.96 73.70 86.68 74.67
OpenAl-embedding-v3 38.68 38.80 41.53 49.94 41.74
Vietnamese Embedding models (Prior Work)
halong-embedding 52.57 52.28 56.64 68.72 57.55
sup-SimCSE-VietNamese-phoberty o 25.15 25.07 27.81 35.79 28.46
vietnamese-bi-encoder 54.88 54.47 59.10 79.51 61.99
GreenNode-Embedding (Our Work)
M3-GN-VN 65.03 64.80 69.19 81.66 70.17
M3-GN-VN-Mixed 69.75 69.28 74.01 86.74 74.95

Table 4 Performance comparison of various models on VieQuADRetrieval.

Model Name MAPgs5 T MRR@gs5 T NDCGgs T Recallgs T Mean 1
Multilingual Embedding models
meSgmall 40.42 69.21 50.05 50.71 52.60
me5|,, 00 44.18 67.81 53.04 55.86 55.22
M3-Embedding 44.08 72.28 54.07 56.01 56.61
OpenAl-embedding-v3 32.39 53.97 40.48 43.02 42.47
Vietnamese Embedding models (Prior Work)
halong-embedding 39.42 62.31 48.63 52.73 50.77
sup-SimCSE-VietNamese-phoberty, o 20.45 35.99 26.73 29.59 28.19
vietnamese-bi-encoder 31.89 54.62 40.26 42.53 42.33
GreenNode-Embedding (Our Work)
M3-GN-VN 42.85 71.98 52.90 54.25 55.50
M3-GN-VN-Mixed 44.20 72.64 54.30 56.30 56.86

6 Error Analysis

To analyze the efficiency of different retrieval models, we use the hit rate metric, which
is straightforward and easy to interpret. However, it does not account for the relative
position of each matched document within the results. The hit rate@k (Top-K Hit
Rate) is defined as the proportion of queries in which at least one relevant document
appears within the top k retrieved documents. @ is the total number of queries, H, 5
is 1 if the query ¢ retrieves at least one relevant item within the top k results, and 0
otherwise.

Q
1
Top-K Hit Rate (All Queries) = 0 > HE (2)
q=1
In the hit rate metric, values are represented within the range from 0 to 1.0.

In range 0 to 0.5: Low hit rate, indicating poor retrieval effectiveness, a hit rate of
0.2 suggests that only 20% of relevant documents are retrieved. In range 0.5 to 1.0:



Higher hit rate, implying better retrieval performance, a hit rate of 0.75 implies that
75% of relevant documents are retrieved, which may be acceptable depending on the
application (e.g., Retrieval-Augmented Generation).

Table 5 Performance comparison of various models on GreenNodeTableRetrieval (Hit Rate).

Model Name Hit Rategp T Hit Rategs T Hit Rategig T Hit Rategog T
Multilingual Embedding models

mebgall 38.99 53.37 59.28 65.09

meS arge 43.99 59.74 65.74 71.59

bge-m3 42.15 57.0 63.05 68.96
OpenAl-embedding-v3 - - - -
Vietnamese Embedding models (Prior Work)

halong-embedding 37.22 52.49 58.57 64.64

sup-SimCSE-VietNamese-phoberty <o 14.0 24.74 30.32 36.44

vietnamese-bi-encoder 16.89 25.94 30.50 35.70
GreenNode-Embedding (Our Work)

M3-GN-VN 48.31 64.60 70.83 76.46

M3-GN-VN-Mixed 47.94 64.24 70.43 76.14

In bold and underline we show the best and second-best performances. As shown
in Table 5, our BGE-GN-Embed-VN-V1 and Mixed-V1 models outperform previous
approaches in retrieving the correct documents for queries. For a large language model
(LLM), using top-k values of 5 and 10 is effective for retrieving relevant documents,
as increasing k beyond 10 becomes impractical due to LLMs’ limited ability to han-
dle long contexts. While LLMs can process hundreds of thousands of tokens, their
understanding diminishes with longer sequences[4]. Given the importance of positional
proximity for reasoning, ranking relevant documents closer to the query is crucial
for accuracy and efficiency. Our evaluation metrics in 5 account for this, with higher
scores indicating more effective retrieval.

7 Limitations

The evaluation uses only Dense embedding for compatibility with the usage of Sen-
tence Transformer [1] and for a benchmarking model for MTEB leaderboard [2]. Other
retrieval types e.g. sparse vector, and multi-vector retrieval is left for further research.
The dataset GreenNode-Table-Retrieval-VN is focused on markdown format, leftover
HTML format, and semi-structure data to further develop.

This paper only covers a small subset of tasks in Vietnamese retrieval. Lacking of
more complex data type retrieval e.g. code retrieval, news retrieval, medical document
retrieval, etc.

8 Conclusion

In our error analysis, we compared our work with prior studies and concluded that
the pipeline for synthesizing data 3.1, model fine-tuning, and mixing 4 create a better
embedding for specific tasks. When researchers or developers want to improve model
performance on a new task, they can follow our pipeline approach and further extend
to a larger embedding model (LLM-based embedding model).

Although there is a performance improvement in table markdown retrieval and other
tasks, there remains room for further enhancement. Implementing a re-ranking model
or using improved embeddings could further boost retrieval accuracy by prioritizing



relevant documents at the top of the results, which is particularly beneficial for a
Retrieval-Augmented Generation (RAG) system.
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